
A quick intro to deep learning and PyTorch



A multiclass classification problem
Three species of Iris:

<latexit sha1_base64="fMO7bxdR5IJG1uUpAR2BM14V8Ls=">AAACBnicbVDJSgNBEO2JW4xb1KMIjUHwFGYk4HIKetFbhGyQhNDTqUma9Cx014hhyMmLv+LFgyJe/QZv/o2dZA6a+KDg8V4VVfXcSAqNtv1tZZaWV1bXsuu5jc2t7Z387l5dh7HiUOOhDFXTZRqkCKCGAiU0IwXMdyU03OH1xG/cg9IiDKo4iqDjs34gPMEZGqmbP2wjPGBSHSgAqiPgAjQNPXqrhL4cd/MFu2hPQReJk5ICSVHp5r/avZDHPgTIJdO65dgRdhKmUHAJ41w71hAxPmR9aBkaMB90J5m+MabHRulRL1SmAqRT9fdEwnytR75rOn2GAz3vTcT/vFaM3nknEUEUIwR8tsiLJcWQTjKhPaGAoxwZwrgS5lbKB0wxjia5nAnBmX95kdRPi06peHFXKpSv0jiy5IAckRPikDNSJjekQmqEk0fyTF7Jm/VkvVjv1sesNWOlM/vkD6zPHwqumNw=</latexit>



A multiclass classification problem
Our goal is to predict the type of Iris based on four measurements:

<latexit sha1_base64="AihosGiwJ/PJ5rMJ4AUjOuA5aqY=">AAACRXicbVBNSzMxEM76bf2qevQSLIKnsivC++pJ9KInFawKbSnZdLYNZpMlmYhl6Z/z4t2b/8CLB19evGp2reDXQOCZeeaZmTxxJoXFMHwIxsYnJqemZ2Yrc/MLi0vV5ZVzq53h0OBaanMZMwtSKGigQAmXmQGWxhIu4quDgr+4BmOFVmc4yKCdsp4SieAMfalTbbUQbjA/doYOaYnjJO9pJj/SXFiKmvqhXcGRYh9oMYfqhB4ZzxXLu1QrmviTaArMOgMpKLS7w061FtbDMuhPEI1AjYzipFO9b3U1d4WcS2ZtMwozbOfMoOAShpWWs5AxfsV60PRQsRRsOy9dGNINV1ySaOOfQlpWPytyllo7SGPfmTLs2+9cUfyNazpM/rZzoTKHoPj7osTJwpbSiq4wwFEOPGDcCH8r5X1mGEdvfMWbEH3/8k9wvlWPtus7p9u1vf2RHTNkjayTTRKRP2SPHJIT0iCc3JJH8kz+BXfBU/A/eHlvHQtGmlXyJYLXN7yqsv8=</latexit>

petal length

<latexit sha1_base64="n+oZOJxbAxJEU6UJivoXOw+BM7U=">AAAB/HicbVDLSgNBEJyNrxhf0Ry9DAbBU9iVgHoLevEYwTwgWcLspJMMmZ1dZnrFsMRf8eJBEa9+iDf/xkmyB00saCiquunuCmIpDLrut5NbW9/Y3MpvF3Z29/YPiodHTRMlmkODRzLS7YAZkEJBAwVKaMcaWBhIaAXjm5nfegBtRKTucRKDH7KhEgPBGVqpVyx1ER4xjQGZpBLUEEfTXrHsVtw56CrxMlImGeq94le3H/EkBIVcMmM6nhujnzKNgkuYFrqJgZjxMRtCx1LFQjB+Oj9+Sk+t0qeDSNtSSOfq74mUhcZMwsB2hgxHZtmbif95nQQHl34qVJwgKL5YNEgkxYjOkqB9oYGjnFjCuBb2VspHTDOONq+CDcFbfnmVNM8rXrVydVct166zOPLkmJyQM+KRC1Ijt6ROGoSTCXkmr+TNeXJenHfnY9Gac7KZEvkD5/MHZeqVRg==</latexit>

petal width

<latexit sha1_base64="IlpPI3REMqJpKY44FuXJEG1atkI=">AAAB+3icbVDJSgNBEO2JW4xbjEcvjUHwFGZEUG9BLx4jmAWSIfT01CRNeha6azRhmF/x4kERr/6IN//GznLQxAcFj/eqqKrnJVJotO1vq7C2vrG5Vdwu7ezu7R+UDystHaeKQ5PHMlYdj2mQIoImCpTQSRSw0JPQ9ka3U7/9CEqLOHrASQJuyAaRCARnaKR+udJDGGOWADJJn4SPw7xfrto1ewa6SpwFqZIFGv3yV8+PeRpChFwyrbuOnaCbMYWCS8hLvVRDwviIDaBraMRC0G42uz2np0bxaRArUxHSmfp7ImOh1pPQM50hw6Fe9qbif143xeDKzUSUpAgRny8KUkkxptMgqC8UcJQTQxhXwtxK+ZApxtHEVTIhOMsvr5LWec25qF3fX1TrN4s4iuSYnJAz4pBLUid3pEGahJMxeSav5M3KrRfr3fqYtxasxcwR+QPr8welEZTa</latexit>

sepal length

<latexit sha1_base64="eimhVgKPRDEnq3rmaQUv9u4j0FM=">AAAB/HicbVBNSwMxEM3Wr1q/qj16CRbBU9mVgnorevFYwX5AW0o2nbah2eySzIrLUv+KFw+KePWHePPfmLZ70NYHA4/3ZpKZ50dSGHTdbye3tr6xuZXfLuzs7u0fFA+PmiaMNYcGD2Wo2z4zIIWCBgqU0I40sMCX0PInNzO/9QDaiFDdYxJBL2AjJYaCM7RSv1jqIjxiaiBikkpQIxxP+8WyW3HnoKvEy0iZZKj3i1/dQcjjABRyyYzpeG6EvZRpFFzCtNCNZ+/zCRtBx1LFAjC9dL78lJ5aZUCHobalkM7V3xMpC4xJAt92BgzHZtmbif95nRiHl71UqChGUHzx0TCWFEM6S4IOhAaOMrGEcS3srpSPmWYcbV4FG4K3fPIqaZ5XvGrl6q5arl1nceTJMTkhZ8QjF6RGbkmdNAgnCXkmr+TNeXJenHfnY9Gac7KZEvkD5/MHZGKVRQ==</latexit>

sepal width

<latexit sha1_base64="EqAnwdYfqO9DagtuBS3/NnxWm3s=">AAAB+3icbVDLSsNAFJ3UV62vWJduBovgqiQiqLuiG5cV7APaUCaTSTt0MgkzN9oS+ituXCji1h9x5984abPQ1gMXDufcO3Pv8RPBNTjOt1VaW9/Y3CpvV3Z29/YP7MNqW8epoqxFYxGrrk80E1yyFnAQrJsoRiJfsI4/vs39ziNTmsfyAaYJ8yIylDzklICRBna1D2wCmWYJEfiJBzCaDeyaU3fmwKvELUgNFWgO7K9+ENM0YhKoIFr3XCcBLyMKOBVsVumn+fN0TIasZ6gkEdNeNt99hk+NEuAwVqYk4Ln6eyIjkdbTyDedEYGRXvZy8T+vl0J45WVcJikwSRcfhanAEOM8CBxwxSiIqSGEKm52xXREFKFg4qqYENzlk1dJ+7zuXtSv7y9qjZsijjI6RifoDLnoEjXQHWqiFqJogp7RK3qzZtaL9W59LFpLVjFzhP7A+vwBo4qU2Q==</latexit>

These four numbers are called “features”, and combined they form a “feature vector” such as
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<latexit sha1_base64="gSMY8dBI2UA5Q3gAfXwvHBWs7ew=">AAAChnicbVHbattAEF0pvbjuJW772JfBTqGFIiTHJsmbaV/6mEKcBCzjjFYje8nuSuyuQozwp/Sn+ta/6coxvSQdWOZw5szOLauksC6Ofwbh3qPHT552nnWfv3j5ar/3+s25LWvDacpLWZrLDC1JoWnqhJN0WRlClUm6yK6/tPGLGzJWlPrMrSuaK1xqUQiOzlOL3vfU0a1rzlZkCQr/K+haZT4B0BBwlJJyuLoqCF1tyPY/AeoceKkyXzAHt6K1TzMK8I8Kboi70vTB1nwFaOEgzWgpdJMpdEbcbmAcJZCmcBiNW5dEo9bF0RBS0vlv2cFm0RvEUbw1eAiSHRiwnZ0uej/SvOS1Iu24RGtnSVy5eYPGCS5p001rSxXya1zSzEONiuy82a5xA+89k7fT+KcdbNm/MxpU1q5V5pW+w5W9H2vJ/8VmtSuO543QVe1I87tCRS3BldDeBHJh/Mbk2gPkRvhega/QIHf+EF2/hOT+yA/B+TBKRtHJt9Fg8nm3jg57x/rsA0vYEZuwr+yUTRkP9oKPwTA4DDthFI7DoztpGOxy3rJ/LJz8Ah6/wFA=</latexit>

Note: A “vector” is just a finite, ordered list of numbers

<latexit sha1_base64="HIQkmbjIN0O+dKl+ociqyF1slaw=">AAACNXicbVBNTxsxEPVCoTR8hfbIZUSExAFFuwiplFPaXnpAiEoNiZREidc7C2689sqeRY1W+6e49H/0VA49tKp67V+oE3IohCdZen5vRjPz4lxJR2F4FywtP1tZfb72ora+sbm1Xd95eelMYQW2hVHGdmPuUEmNbZKksJtb5FmssBOP30/9zg1aJ43+RJMcBxm/0jKVgpOXhvWzPuEXitPy3BCeVjD7lvAWRqMbFGTsHkgHnwtHwCGVWhIegrEJWkxguh+YFHSRxX5GNaw3wmY4AyySaE4abI6LYf1bPzGiyFCTUNy5XhTmNCi5JSkUVrV+4TDnYsyvsOep5hm6QTm7uoJ9rySQGuufJpip/3eUPHNuksW+MuN07R57U/Epr1dQejIopc4LQi3uB6WFAjIwjRASaX00auIJF1b6XUFcc8sF+RBqPoTo8cmL5PKoGR0333w8brTezeNYY7tsjx2wiL1mLfaBXbA2E+yWfWc/2a/ga/Aj+B38uS9dCuY9r9gDBH//ASdIq68=</latexit>

Each Iris is described by its own feature vector

<latexit sha1_base64="qn9/K70INW7ZsbphQECSVT/UotU=">AAACIHicbVBNSwMxFMzW7/pV9eglWARPZVcE9SaKoLcKthbaUrLZtzY0myzJW7Us/Sle/CtePCiiN/01prUHtQ4JDDPvkcyEqRQWff/DK0xNz8zOzS8UF5eWV1ZLa+t1qzPDoca11KYRMgtSKKihQAmN1ABLQglXYe9k6F/dgLFCq0vsp9BO2LUSseAMndQp7bcQ7jA/ZbxLz42w1J0ILDcihIiGfSrQUn2raAwMMwP0BjhqM+iUyn7FH4FOkmBMymSMaqf03oo0zxJQyCWzthn4KbZzZlBwCYNiK7OQMt5j19B0VLEEbDsfBRzQbadENNbGXYV0pP7cyFlibT8J3WTCsGv/ekPxP6+ZYXzQzoVKMwTFvx+KM0lR02FbNBLG5ZV9R5jrxP2V8i4zjKPrtOhKCP5GniT13UqwVzm82CsfHY/rmCebZIvskIDskyNyRqqkRji5J4/kmbx4D96T9+q9fY8WvPHOBvkF7/ML7u6jfQ==</latexit>



Definition of a probability vector
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<latexit sha1_base64="K/M7+EhehMVgVzhhkHh3apdndYc=">AAACGXicbVDLSgMxFM3UV62vqks3wSK4Gma0+FgIRTcuK9gHdIaSSW/b0ExmSDJiGfobbvwVNy4Ucakr/8a0HURbDyQczrmXe+8JYs6UdpwvK7ewuLS8kl8trK1vbG4Vt3fqKkokhRqNeCSbAVHAmYCaZppDM5ZAwoBDIxhcjf3GHUjFInGrhzH4IekJ1mWUaCO1i06ML7AXQI+JNAiJlux+hO1j7HnYdif/CfZAdH7MdrHk2M4EeJ64GSmhDNV28cPrRDQJQWjKiVIt14m1nxKpGeUwKniJgpjQAelBy1BBQlB+OrlshA+M0sHdSJonNJ6ovztSEio1DANTafbrq1lvLP7ntRLdPfNTJuJEg6DTQd2EYx3hcUy4wyRQzYeGECqZ2RXTPpGEahNmwYTgzp48T+pHtlu2z2/KpcplFkce7aF9dIhcdIoq6BpVUQ1R9ICe0At6tR6tZ+vNep+W5qysZxf9gfX5DU0bnqo=</latexit>

A vector such as

<latexit sha1_base64="u1L8AAV2LvyhCzeWWSDdCRFs44g=">AAACAXicbVC7SgNBFJ31GeNr1UawGQyCVdiVgNpFbSwjmAckIcxOZpMhszPLzN1gWGLjr9hYKGLrX9j5N06SLTTxVIdz7uXec4JYcAOe9+0sLa+srq3nNvKbW9s7u+7efs2oRFNWpUoo3QiIYYJLVgUOgjVizUgUCFYPBjcTvz5k2nAl72EUs3ZEepKHnBKwUsc9bAF7gPQKDxkFpbFJaB8Tg8cdt+AVvSnwIvEzUkAZKh33q9VVNImYBCqIMU3fi6GdEg2cCjbOtxLDYkIHpMealkoSMdNOpwnG+MQqXRzaB0IlAU/V3xspiYwZRYGdjAj0zbw3Ef/zmgmEF+2UyzgBJunsUJgIDApP6sBdrm1wMbKEUM3tr5j2iSYUbGl5W4I/H3mR1M6Kfql4eVcqlK+zOnLoCB2jU+Sjc1RGt6iCqoiiR/SMXtGb8+S8OO/Ox2x0ycl2DtAfOJ8//NCWmw==</latexit>

whose components are nonnegative and sum to 1 is called a “probability vector”

<latexit sha1_base64="JxOKGdLEBlEKZ5AF2fQAUa/NloE=">AAACQXicbVA9TxtBEN2DfBDnywllmhEmUirrLkIi6VDSpCQSBku2Zeb2xvaK/TjtzjmxTv5rafIP0tHTUAQhWhrWxgWBPGmlp/feaHZeXmoVOE1Pk7X1R4+fPN141nj+4uWr1803bw+Dq7ykjnTa+W6OgbSy1GHFmrqlJzS5pqP85OvCP5qSD8rZA56VNDA4tmqkJHKUhs1un+kn1z8mLhBIZ0pnyXIA9ATWWUvjGJwSoC0gVAbYwXa2DSqARK2pAITj49K7HHOlFc9gSpKd35oPm620nS4BD0m2Ii2xwv6w+adfOFmZuF5qDKGXpSUPavSspKZ5o18FKlGe4Jh6kVo0FAb1soE5vI9KASPn47MMS/XuRI0mhJnJY9IgT8J9byH+z+tVPPo0qJUtKyYrbxeNKr3oYVEnFMrHg/UsEpRexb+CnKBHybH0Riwhu3/yQ3L4sZ3ttD9/32ntfVnVsSHeiS3xQWRiV+yJb2JfdIQUv8SZ+Csukt/JeXKZXN1G15LVzKb4B8n1DTcVsJ4=</latexit>

Application:

<latexit sha1_base64="xHJR2P8nLYxzmyczZoQ6uJ/AkWo=">AAAB/nicbVBNS8NAEN3Ur1q/ouLJS7AInkoiBT9OVS8eK9gPaEvZbCft0s0m7E7EEgr+FS8eFPHq7/Dmv3Hb5qCtDwYe780wM8+PBdfout9Wbml5ZXUtv17Y2Nza3rF39+o6ShSDGotEpJo+1SC4hBpyFNCMFdDQF9DwhzcTv/EASvNI3uMohk5I+5IHnFE0Utc+aCM8oh+kV7FZN1Mvx1276JbcKZxF4mWkSDJUu/ZXuxexJASJTFCtW54bYyelCjkTMC60Ew0xZUPah5ahkoagO+n0/LFzbJSeE0TKlERnqv6eSGmo9Sj0TWdIcaDnvYn4n9dKMDjvpFzGCYJks0VBIhyMnEkWTo8rYChGhlCmuLnVYQOqKEOTWMGE4M2/vEjqpyWvXLq4Kxcr11kceXJIjsgJ8cgZqZBbUiU1wkhKnskrebOerBfr3fqYteasbGaf/IH1+QPf5ZYY</latexit>

Suppose we’re solving a classification problem with 3 possible classes

<latexit sha1_base64="+qgQyWKH960PgZ07yrV17cJcscY=">AAACOHicbVDLSgMxFM34tr6qLt0Eq+iqzKig7kQ37lS0KrSlZNLbNphJQnJHLUM/y42f4U7cuFDErV9g+kB8HQgczj333twTGykchuFjMDQ8Mjo2PjGZm5qemZ3Lzy+cO51aDiWupbaXMXMghYISCpRwaSywJJZwEV8ddOsX12Cd0OoM2waqCWsq0RCcoZdq+aMKwi1mp6kx2gG9gTUL1Gl5LVSTMsolc+7LTo3VfnBCbwS26MrmCvVNTnipbwTXqeULYTHsgf4l0YAUyADHtfxDpa55moDC3oxyFBqsZsyi4BI6uUrqwDB+xZpQ9lSxBFw16x3eoateqdOGtv4ppD31e0fGEufaSeydCcOW+13riv/Vyik2dqqZUCZFULy/qJFKipp2U6R1YYGjbHvCuBX+r5S3mGUcfdY5H0L0++S/5HyjGG0Vd0+2Cnv7gzgmyBJZJuskIttkjxySY1IinNyRJ/JCXoP74Dl4C9771qFg0LNIfiD4+ASTDK11</latexit>

The probability vector p tells us how likely it is that the example we’re looking at belongs to each class

<latexit sha1_base64="kww9fYSdZ75Q6XkRLbKISdgR7HM=">AAACXHicbVHBbhMxEPUuBdKUQgoSFy4jUgSnaLeqBL1VcOFYpKatlETRrDObteK1LXu2bbTKT3LrhV8BJ80BWuZgPb03M/Z7LpxWgbPsLkmf7Dx99ryz2917sf/yVe/g9UWwjZc0lFZbf1VgIK0MDVmxpivnCetC02Wx+LbWL6/JB2XNOS8dTWqcG1UqiRypaS+MmW65Pa8InLcFFkorXsI1SbYeDt0hMGkdoAlQ2RvQakF6CYpBBeAKOR4EdIu10wQ39NETaGsXyswhigVpa+ax0wKhrEBqDGE17fWzQbYpeAzyLeiLbZ1Nez/HMyubmgxvNozyzPGkRc9Kalp1x00gh3KBcxpFaLCmMGk34azgQ2RmUEY3pTUMG/bviRbrEJZ1ETtr5Co81Nbk/7RRw+WXSauMa5iMvL+obPTa7DppmCkfU4xpzRRKr+JbQVboUXL8j24MIX9o+TG4OBrkx4OTH8f906/bODrinXgvPolcfBan4rs4E0MhxZ34nXSS3eRXupPupfv3rWmynXkj/qn07R/aKbVS</latexit>

So the vector p above tells us:

<latexit sha1_base64="6PIV5+JKGpn75Zy2wPKTUCMztHw=">AAACEXicbZC7TsNAEEXXPEN4GShpVgQkqshGSDwqBA1lEOQhJVG03ozJirXX2h1HRFZ+gYZfoaEAIVo6Ov6GTeICAlNd3TujmTlBIoVBz/tyZmbn5hcWC0vF5ZXVtXV3Y7NmVKo5VLmSSjcCZkCKGKooUEIj0cCiQEI9uLsY5fU+aCNUfIODBNoRu41FKDhDa3Xc/RbCPWbXimIPaB84Kk13k13KAtUHiiCloak5HXbcklf2xkX/Cj8XJZJXpeN+trqKpxHEyCUzpul7CbYzplFwCcNiKzWQMH7HbqFpZcwiMO1s/NGQ7lmnS0N7S6hipGP350TGImMGUWA7I4Y9M52NzP+yZorhcTsTcZIixHyyKEwlRQvA4qFdoS0DObCCcS3srZT3mGYcLcSiheBPv/xX1A7K/mH55OqwdHae4yiQbbJD9olPjsgZuSQVUiWcPJAn8kJenUfn2Xlz3ietM04+s0V+lfPxDWTgnME=</latexit>

The probability of belonging to class 1 is 30%

<latexit sha1_base64="EI/RA9U/NzVsKFI7Xnmb2fiDAdQ=">AAACIXicbVBNTwIxFOz6ifiFevTSCCaeyK6SiDeiF4+YgJoAId3yFhq77aZ9ayQb/ooX/4oXDxrDzfhnLMhB0UmaTGbeazsTJlJY9P0Pb2FxaXllNbeWX9/Y3Nou7OxeW50aDk2upTa3IbMghYImCpRwmxhgcSjhJry7mPg392Cs0KqBwwQ6MesrEQnO0EndQrWN8IBZYwA0MTpkoZACh1RHNASpVV+oPkVNuWTW0oAKS0snfvuwNOoWin7Zn4L+JcGMFMkM9W5h3O5pnsagcHpbK/AT7GTMoOASRvl2aiFh/I71oeWoYjHYTjZNOKKHTunRSBt3FNKp+nMjY7G1wzh0kzHDgZ33JuJ/XivFqNrJhEpSBMW/H4pSOck8qYv2hAGOcugI40a4v1I+YIZxdKXmXQnBfOS/5Pq4HFTKZ1eVYu18VkeO7JMDckQCckpq5JLUSZNw8kieySt58568F+/dG3+PLniznT3yC97nF6P7on4=</latexit>

The probability of belonging to class 2 is 10%

<latexit sha1_base64="TVk+T2mcBzj8+Q0CErpviYT5VII=">AAACIXicbVDLSgMxFM34rPVVdekmWAuuyowUrLuiG5cVbCu0pWTSO21oJhmSO2IZ+itu/BU3LhTpTvwZ09qFrwOBwzn3JjknTKSw6Pvv3tLyyuraem4jv7m1vbNb2NtvWp0aDg2upTa3IbMghYIGCpRwmxhgcSihFY4uZ37rDowVWt3gOIFuzAZKRIIzdFKvUO0g3GN2MwSaGB2yUEiBY6ojGoLUaiDUgKKmXDJr6SkVlh4Hfqd0POkVin7Zn4P+JcGCFMkC9V5h2ulrnsagcH5bO/AT7GbMoOASJvlOaiFhfMQG0HZUsRhsN5snnNCSU/o00sYdhXSuft/IWGztOA7dZMxwaH97M/E/r51iVO1mQiUpguJfD0WpnGWe1UX7wgBHOXaEcSPcXykfMsM4ulLzroTgd+S/pHlaDirl8+tKsXaxqCNHDskROSEBOSM1ckXqpEE4eSBP5IW8eo/es/fmTb9Gl7zFzgH5Ae/jE6J4on0=</latexit>

The probability of belonging to class 3 is 60%

<latexit sha1_base64="gXRytXVMSbytAQjOyBQj6EJUnpI=">AAACIXicbVBNTwIxFOz6ifiFevTSiCSeyK4SxRvRi0dMRE2AkG55C43ddtO+NZINf8WLf8WLB43hZvwzFuSg4iRNJjPvtZ0JEyks+v6HNze/sLi0nFvJr66tb2wWtravrU4NhwbXUpvbkFmQQkEDBUq4TQywOJRwE96dj/2bezBWaHWFgwTaMespEQnO0EmdQrWF8IDZVR9oYnTIQiEFDqiOaAhSq55QPYqacsmspUdUWLp/7LdK+8NOoeiX/QnoLAmmpEimqHcKo1ZX8zQGhZPbmoGfYDtjBgWXMMy3UgsJ43esB01HFYvBtrNJwiEtOaVLI23cUUgn6s+NjMXWDuLQTcYM+/avNxb/85opRtV2JlSSIij+/VCUynHmcV20KwxwlANHGDfC/ZXyPjOMoys170oI/kaeJdeH5aBSPr2sFGtn0zpyZJfskQMSkBNSIxekThqEk0fyTF7Jm/fkvXjv3uh7dM6b7uyQX/A+vwCrtKKD</latexit>



Probability vectors that express certainty

The special probability vectors
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5 reflect certainty about which class an example belongs to

<latexit sha1_base64="xGcPZiRfzygVrbR17jHbN+veoF4=">AAAC0XicbVJLbxMxEPYurxJeAY5cRqRIHKpot6oEvVVw4YSKaNpK2SiynUnWqtde2bNtVqtFiCv/jhv/gJ+Bk64qSDqSrU8z33yeh0Wplack+R3Fd+7eu/9g52Hv0eMnT5/1n7849bZyEkfSauvOBfeolcERKdJ4XjrkhdB4Ji4+ruJnl+i8suaE6hInBV8YNVeSU3BN+38ywiU1JzmCL1EqrqF0VnChtKIaLlGSdR52M4ELZRpRcHJq2UIKWQZJd6GZ3UT2YJO6ZqW3UHf3gJvZtnZyo51uJIDDuQ4lgURHXJlQIRe2IrjKlcxBau590ARc8qLUCAK1NQsPZNtpf5AMk7XBNkg7MGCdHU/7v7KZlVWBhta64zQpadJwR0pqbHtZ5bHk8oIvcByg4QX6SbPeSAtvgmcGc+vCMaHclfffjIYX3teFCMzQW+43YyvnbbFxRfP3k0aZsiI08vqheaVDh7BaL8yUC/PRdQBcOhVqBZlzxyWFT9ALQ0g3W94Gp/vD9GB4+OVgcPShG8cOe8Ves7csZe/YEfvEjtmIyehzRFEbfYu/xnX8Pf5xTY2jLucl+8/in38BJv3f6g==</latexit>

So, the vector

2

4
1
0
0

3

5 expresses certainty that the example we’re looking at belongs to class 1

<latexit sha1_base64="C5yIGGAf/Zmsd9yh8lv9pVUkvZs=">AAACdXicbVFNb9NAEF2brxK+UrggIaShMdADCnZVCXqryoVjEaStFEfRejN2VlnvWrvjksjKP+DXcevf4MK1G9dC0DKH1dN787FvJquUdBTHF0F46/adu/e27vcePHz0+El/++mJM7UVOBJGGXuWcYdKahyRJIVnlUVeZgpPs8WnjX56jtZJo7/RqsJJyQstcyk4eWra/5ESLqn5at4BzRHOUZCxEKUZFlI3WcnJyuUaEkhTiLsH9eyPEgEu/UDn0IFAS1xqWvlWnNp+uORlpRC+41uLoIxZSF2AFzNURhcOyIBQ3DmIkmg97Q/iYdwG3ARJBwasi+Np/2c6M6IuUVPbZZzEFU0abkkKheteWjusuFjwAsceal6imzTt1tbw2jMzyL3d3GiClv27ouGlc6sy85ne7Nxd1zbk/7RxTfnHSSN1VRNqcTUor9XG6+YEMJPWr1mtPODCSv9XEHNuuSB/qJ5fQnLd8k1wsjdM9ocHX/YHh0fdOrbYC7bDdlnCPrBD9pkdsxET7FfwPHgV7AS/w5dhFL65Sg2DruYZ+yfC95fi8L1d</latexit>

Likewise, the vector

2

4
0
1
0

3

5 expresses certainty that the example belongs to class 2

<latexit sha1_base64="iDexa51I8uYeRtusaMe4xK+dy88=">AAACanicbVHBbhMxEPUuBdpAaVqkVlUvI7JIHFC0W1UCbhVceuihlUhbKRtFXmc2seK1V/Zsm2iVA7/IjS/gwkfg3UYIWuZgPb03nvF7zkolHcXxjyB8svH02fPNrc6Ll9uvdrq7e1fOVFbgQBhl7E3GHSqpcUCSFN6UFnmRKbzO5l8a/foWrZNGf6VliaOCT7XMpeDkqXH3W0q4oPpczvFOOnwPNEO4RUHGQpRmOJW6zgpOVi5WEEOaQtIcHqGe/FEiwIVf6xw6EGiJS01LP4pTOw8XvCgVQobK6KkDMiAUdw6i42g17vbiftwWPAbJGvTYui7G3e/pxIiqQE3tlGESlzSquSUpFK46aeWw5GLOpzj0UPMC3ahuo1rBW89MIPfucqMJWvbvGzUvnFsWme/03mbuodaQ/9OGFeUfR7XUZUWoxf2ivFKN1yZ3mEjrU1VLD7iw0r8VxIxbLsj/TseHkDy0/BhcHfeTk/6ny5Pe6ed1HJvsiL1h71jCPrBTdsYu2IAJ9jPYDvaDg+BXuBcehkf3rWGwvvOa/VNh9Bv8qblp</latexit>

And the vector

2

4
0
0
1

3

5 expresses certainty that the example belongs to class 3

<latexit sha1_base64="tM8+vRTvNIZJH1+klbump5Gl5sM=">AAACZHicbVHBThsxEPVuaaEpbRdQT0hoRFKpp2i3RSrcoL30CBIBpGwUeb2ziYXXXtmzKNEqP8mtRy79jjqbqKLAHKyn98Yzfs9ZpaSjOP4dhK82Xr/Z3Hrbebf9/sPHaGf3ypnaChwIo4y9ybhDJTUOSJLCm8oiLzOF19ntz6V+fYfWSaMvaV7hqOQTLQspOHlqHDUp4YyaM50DTRHuUJCx0EsznEjdZCUnK2cLiCFNV0cCKer8n9IDnPmFzqEDgZa41DT3ozi183DGy0ohZKiMnjggA0Jx56D3rbcYR924H7cFz0GyBl22rvNxdJ/mRtQlamqnDJO4olHDLUmhcNFJa4cVF7d8gkMPNS/RjZo2pAV89kwOhXdXGE3Qso9vNLx0bl5mvtN7m7qn2pJ8SRvWVByPGqmrmlCL1aKiVkuvy8Qhl9anquYecGGlfyuIKbdckP+Xjg8heWr5Obj62k+O+icXR93TH+s4ttg+O2RfWMK+s1P2i52zARPsIdgMomAn+BNuh3vhp1VrGKzv7LH/Kjz4C2h/ttg=</latexit>



The softmax function
The function S : RK ! RK defined by

<latexit sha1_base64="4v90F7VSiDL+S6eYzHEkcT/NUMA=">AAACKHicbVDLSsNAFJ34rPVVdelmsAquSiIFHxtFN4Kb+qgKTS2TyY0dnEzCzI1YQj/Hjb/iRkQRt36Jk9qFrwMDZ869l3vPCVIpDLruuzMyOjY+MVmaKk/PzM7NVxYWz02SaQ5NnshEXwbMgBQKmihQwmWqgcWBhIvg5qCoX9yCNiJRZ9hLoR2zayUiwRlaqVPZ9RHuMD/rAo0yxQuRrp7uUD9m2A0CenJ1RH1Mvv9XaQiRXRfSoNfvVKpuzR2A/iXekFTJEI1O5dkPE57FoJBLZkzLc1Ns50yj4BL6ZT8zkDJ+w66hZaliMZh2PjDap2tWCWmUaPsU0oH6fSJnsTG9OLCdxb3md60Q/6u1Moy22rlQaYag+NeiKJPUOi9So6HQwFH2LGFcC3sr5V2mGUebbdmG4P22/Jecb9S8em37uF7d2x/GUSLLZIWsE49skj1ySBqkSTi5J4/khbw6D86T8+a8f7WOOMOZJfIDzscnzsalNQ==</latexit>

2

6664

u1

u2
...

uK

3

7775

<latexit sha1_base64="ktsd6OIWiC/xDoG9D4HeIZMctFA=">AAACInicbVDLSgMxFM34rPVVdekmWARXZaYUtLuiG8FNBfuATimZzJ02NJMZkkyxDP0WN/6KGxeKuhL8GDNtEW09EO7hnHvJvceLOVPatj+tldW19Y3N3FZ+e2d3b79wcNhUUSIpNGjEI9n2iALOBDQ00xzasQQSehxa3vAq81sjkIpF4k6PY+iGpC9YwCjRRuoVqq4HfSZSLyRasvsJTnoOdl1TyllxR36k1Uy4wS4I/6ezVyjaJXsKvEycOSmiOeq9wrvrRzQJQWjKiVIdx451NyVSM8phkncTBTGhQ9KHjqGChKC66fTECT41io+DSJonNJ6qvydSEio1Dj3TafYbqEUvE//zOokOLropE3GiQdDZR0HCsY5wlhf2mQSq+dgQQiUzu2I6IJJQbVLNmxCcxZOXSbNcciql6m2lWLucx5FDx+gEnSEHnaMaukZ11EAUPaAn9IJerUfr2XqzPmatK9Z85gj9gfX1DWv9o6E=</latexit>

is called the “softmax” function

<latexit sha1_base64="nCitLaRzra/FzVGlOXbMV6tFQp4=">AAACEXicbVBNS8NAFNz4bf2KevSytAg9lUQE9Vb04lHBqtCWdrN9aRc3m7D7Ii2hf8GLf8WLB0W8evPmv3FTc9DWgYVhZh5v3wSJFAY978uZm19YXFpeWS2trW9sbrnbO9cmTjWHBo9lrG8DZkAKBQ0UKOE20cCiQMJNcHeW+zf3oI2I1RWOEmhHrK9EKDhDK3XcagthiJkwlDMpoUdxALTbNXGIERuWaZgqnifHHbfi1bwJ6CzxC1IhBS467merF/M0AoVcMmOavpdgO2MaBZcwLrVSAwnjd6wPTUsVi8C0s8lFY7pvlR4NY22fQjpRf09kLDJmFAU2GTEcmGkvF//zmimGx+1MqCRFUPxnUZhKijHN66E9oYGjHFnCuBb2r5QPmGYcbYklW4I/ffIsuT6o+Ye1k8vDSv20qGOF7JEyqRKfHJE6OScXpEE4eSBP5IW8Oo/Os/PmvP9E55xiZpf8gfPxDdWqnaw=</latexit>

The output of S is guaranteed to be a probability vector!

<latexit sha1_base64="Hlm2dvf9oA6Wn63t7ChMR6CutTY=">AAACK3icbVDLSgMxFM34rPVVdekmWgVXZUYK6q7UjUtFawttKZn0ThvMJENyp1iG/o8bf8WFLnzg1v8wrV34OhA4nHMvN+eE iRQWff/Vm5mdm19YzC3ll1dW19YLG5vXVqeGQ41rqU0jZBakUFBDgRIaiQEWhxLq4c3p2K8PwFih1RUOE2jHrKdEJDhDJ3UK1RbCLWZXfaA6xSRFqiO6d7lHhaW9lBmmEKBLUdMQKKOJ0SELhRQ4pAPgqM3OqFMo+iV/AvqXBFNSJFOcdwqPra7maQwKuWTWNgM/wXbGDAouYZRvpRYSxm9YD5qOKhaDbWeTrCO675QujbRxTyGdqN83MhZbO4xDNxkz7Nvf3lj8z2umGB23M6FcB6D416EolePo4+JoVxgXWA4dYdwI91fK+64gjq7evCsh+B35L7k+LAXl0slFuVipTuvIkW2ySw5IQI5IhZyRc1IjnNyRB/JMXrx778l7896/Rme86c4W+QHv4xN+D6dC</latexit>

The softmax function is useful in machine learning because it converts a vector into a probability vector

<latexit sha1_base64="HWOOxR/0Us8CrqNi/GxpBb52jN4=">AAACWXicbVFNT9tAEF2bAmkKbVqOvayIKvUU2RVS2xuilx5BIoCURNF4M05W7Ie1O0ZEVv4kB6Sqf6WHjsGHFpjT2/dmNG/eFpXRkbLsV5Juvdre2e297r/Z23/7bvD+w0X0dVA4Vt74cFVARKMdjkmTwasqINjC4GVx/aPVL28wRO3dOa0rnFlYOl1qBcTUfFBNCW+pOV+hjL4kC7eyrJ1qRamjrCOWtZHaSQtqxTukQQhOu6UsUAHLUpNU3vEOihLkDSrygQfI86sKvoBCG03rTtnMB8NslD2UfA7yDgxFV6fzwd104VVt0ZEyEOMkzyqaNRBIK4Ob/pRNVKCuYYkThg4sxlnzkMxGfmJmIUt2VHrXGmX234kGbIxrW3CnBVrFp1pLvqRNaiq/zRrtqprQqcdFbVJ8dhuzXOjA95o1A1BBs1epVhBAEX9Gn0PIn578HFx8GeVHo+9nR8Pjky6OnvgoDsVnkYuv4lj8FKdiLJS4F3+S7WQn+Z0maS/tP7amSTdzIP6r9OAvxTq1lw==</latexit>

S(u) =

2

66666666664

eu1

eu1+···+euK

eu2

eu1+···+euK

...

euK

eu1+···+euK

3

77777777775

<latexit sha1_base64="bmbIQ1WoIztOBj9Xt+SZRTFSNeI=">AAACzXiclVJbSxwxFM5MWy/rpdv20ZfQRVCEZUaE2oeC1JdSH6rUVWGzXTKZM2swkxmSk6Xbcfra/9c33/0hzY4rVi1CDwS+fOd8J+eSpFTSYhRdBeGz5y/m5hcWW0vLK6sv269en9jCGQE9UajCnCXcgpIaeihRwVlpgOeJgtPkYn/qPx2DsbLQxzgpYZDzkZaZFBw9NWxff91wm/QDZQmMpK6SnKOR32vKMsNFBd8qN4zr+hbQLcpEWqD1oKEOah/KWmxsSy6gikusp9c78fb/i8dNDGP0ibQHT6dtMdDpXTPDdifqRo3RxyCegQ6Z2eGw/ZulhXA5aBSKW9uPoxIHFTcohQKf3lnwlV3wEfQ91DwHO6iabdR03TMpzQrjj0basH8rKp5bO8kTH+kLPLcPfVPyX76+w2x3UEldOgQtbh7KnKJY0OlqaSoNCFQTD7gw0tdKxTn3M0P/AVp+CPHDlh+Dk+1uvNN9f7TT2fs4G8cCWSNvyQaJyTuyRz6RQ9IjIvgclMEk+BF+CV14Gf68CQ2DmeYNuWfhrz8uId+B</latexit>



A recipe for a multiclass classification algorithm
Ingredient 1: A training dataset

<latexit sha1_base64="tJbnpA8BGcUvdNucggrrhRnPXNM=">AAACGnicbVDLSsNAFJ34rPUVdelmsAiuSiKCj1XVje4q2Cq0oUwmN3VwMgkzN2IJ/Q43/oobF4q4Ezf+jdOaha8DA4dz7p177wkzKQx63oczMTk1PTNbmavOLywuLbsrq22T5ppDi6cy1ZchMyCFghYKlHCZaWBJKOEivD4e+Rc3oI1I1TkOMggS1lciFpyhlXqu30W4xTAuTlVfQyRAIfUP6JCO9eKQomZCCdWnEUM7B4c9t+bVvTHoX+KXpEZKNHvuWzdKeZ7Yr7lkxnR8L8OgYBoFlzCsdnMDGePXrA8dSxVLwATF+LQh3bRKRONU22dXG6vfOwqWGDNIQluZMLwyv72R+J/XyTHeCwqhshxB8a9BcS4ppnSUE42EBo5yYAnjWthdKb9imnG0aVZtCP7vk/+S9nbd36nvn+3UGkdlHBWyTjbIFvHJLmmQE9IkLcLJHXkgT+TZuXcenRfn9at0wil71sgPOO+fho+hMg==</latexit>

x1, x2, . . . , xN 2 Rd

<latexit sha1_base64="NizFLac1oX36kFjOorceY/mtf7Y=">AAACDnicbVC7TsMwFHXKq5RXgJHFoqrEUFVJVQnYKliYUEH0ITUhchy3teo4ke2gVlW/gIVfYWEAIVZmNv4Gp80ALUeydHzOvbr3Hj9mVCrL+jZyK6tr6xv5zcLW9s7unrl/0JJRIjBp4ohFouMjSRjlpKmoYqQTC4JCn5G2P7xM/fYDEZJG/E6NY+KGqM9pj2KktOSZpZFnl+HIq5ahw4JIyfRzDR3KoRMiNfB9eHsfeGbRqlgzwGViZ6QIMjQ888sJIpyEhCvMkJRd24qVO0FCUczItOAkksQID1GfdDXlKCTSnczOmcKSVgLYi4R+XMGZ+rtjgkIpx6GvK9MV5aKXiv953UT1ztwJ5XGiCMfzQb2EQRXBNBsYUEGwYmNNEBZU7wrxAAmElU6woEOwF09eJq1qxa5Vzm9qxfpFFkceHIFjcAJscArq4Ao0QBNg8AiewSt4M56MF+Pd+JiX5oys5xD8gfH5A/n8mjY=</latexit>

y1, y2, . . . , yN 2 RK

<latexit sha1_base64="nG4EHlaM/sLyFWRx5FSFxdV4OyQ=">AAACDnicbVDLSgMxFM34rPU16tJNsBRclDJTCuqu6EYQpIp9QKcOmTRtQzPJkGSEofQL3Pgrblwo4ta1O//GTDsLbT0QODnnXu69J4gYVdpxvq2l5ZXVtfXcRn5za3tn197bbyoRS0waWDAh2wFShFFOGppqRtqRJCgMGGkFo4vUbz0QqajgdzqJSDdEA077FCNtJN8uJr5bgolfKUGP9YRW6ecaepRDL0R6GATw9v7KtwtO2ZkCLhI3IwWQoe7bX15P4DgkXGOGlOq4TqS7YyQ1xYxM8l6sSITwCA1Ix1COQqK64+k5E1g0Sg/2hTSPazhVf3eMUahUEgamMl1RzXup+J/XiXX/tDumPIo14Xg2qB8zqAVMs4E9KgnWLDEEYUnNrhAPkURYmwTzJgR3/uRF0qyU3Wr57KZaqJ1nceTAITgCx8AFJ6AGLkEdNAAGj+AZvII368l6sd6tj1npkpX1HIA/sD5/ANj5miA=</latexit>

and corresponding target values

<latexit sha1_base64="a4LjlHUGhme/sy5oXFgOcXNf0sw=">AAACD3icbVA9SwNBEN3z2/gVtbRZDIpVuBNB7UQbywgmCkkIc3uTuLi3e+zOieHIP7Dxr9hYKGJra+e/cRNT+PVg4PHeDDPz4kxJR2H4EUxMTk3PzM7NlxYWl5ZXyqtrDWdyK7AujDL2MgaHSmqskySFl5lFSGOFF/H1ydC/uEHrpNHn1M+wnUJPy64UQF7qlLdbhLdUgE64MNaiy4xOpO5xAttD4jegcnSDTrkSVsMR+F8SjUmFjVHrlN9biRF5ipqEAueaUZhRuwBLUigclFq5wwzENfSw6amGFF27GP0z4FteSXjXWF+a+Ej9PlFA6lw/jX1nCnTlfntD8T+vmVP3oF1IneWEWnwt6uaKk+HDcHgiLQpSfU9AWOlv5eIKLAjyEZZ8CNHvl/+Sxm412qsenu1Vjo7HccyxDbbJdljE9tkRO2U1VmeC3bEH9sSeg/vgMXgJXr9aJ4LxzDr7geDtE0JTnXM=</latexit>

2

664

5.1
3.5
1.4
0.2

3

775

<latexit sha1_base64="4mC9Ze9GbEteadn+H7ShsEXy7AA=">AAACH3icbVDLTgIxFO3gC/GFunTTSExcTWYQfOyIblxiIo+EIaRTLtDQ6UzajpFM+BM3/oobFxpj3PE3doAYBU/S3JNz7k3vPX7EmdKOM7EyK6tr6xvZzdzW9s7uXn7/oK7CWFKo0ZCHsukTBZwJqGmmOTQjCSTwOTT84U3qNx5AKhaKez2KoB2QvmA9Rok2Uid/7vnQZyLxA6Ilexzjsu1iz8Nndjktrl1Ki2MXsQei+9PWyRcc25kCLxN3Tgpojmon/+V1QxoHIDTlRKmW60S6nRCpGeUwznmxgojQIelDy1BBAlDtZHrfGJ8YpYt7oTRPaDxVf08kJFBqFPim0+w3UIteKv7ntWLdu2wnTESxBkFnH/VijnWI07Bwl0mgmo8MIVQysyumAyIJ1SbSnAnBXTx5mdSLtluyr+5Khcr1PI4sOkLH6BS56AJV0C2qohqi6Am9oDf0bj1br9aH9TlrzVjzmUP0B9bkG1xMoBo=</latexit>

2

664

7
3.2
4.7
1.4

3

775

<latexit sha1_base64="DBRE+ZhB0sBfDYX8pD0PYfYsZaM=">AAACHXicbVDLSgMxFM3UV62vUZdugkVwNczUgequ6MZlBfuATimZ9LYNzWSGJCOWoT/ixl9x40IRF27EvzF9INp6IOTk3HPJvSdMOFPadb+s3Mrq2vpGfrOwtb2zu2fvH9RVnEoKNRrzWDZDooAzATXNNIdmIoFEIYdGOLya1Bt3IBWLxa0eJdCOSF+wHqNEG6lj+0EIfSayMCJasvsxLuMgwGdOaXL5zvTlOT4OQHR/TB276DruFHiZeHNSRHNUO/ZH0I1pGoHQlBOlWp6b6HZGpGaUw7gQpAoSQoekDy1DBYlAtbPpdmN8YpQu7sXSHKHxVP3dkZFIqVEUGqeZb6AWaxPxv1or1b3zdsZEkmoQdPZRL+VYx3gSFe4yCVTzkSGESmZmxXRAJKHaBFowIXiLKy+TesnxfOfixi9WLudx5NEROkanyENlVEHXqIpqiKIH9IRe0Kv1aD1bb9b7zJqz5j2H6A+sz29zup+v</latexit>

2

664

5.9
3
5.1
1.8

3

775

<latexit sha1_base64="Z9USDadQhm1UUTzGCL8cUoSF+B8=">AAACHXicbVDLTgIxFO3gC/GFunTTSExcTWYUIuyIblxiIo+EIaRTLtDQ6UzajpFM+BE3/oobFxrjwo3xb+wAMQqepO3Jueem9x4/4kxpx/myMiura+sb2c3c1vbO7l5+/6ChwlhSqNOQh7LlEwWcCahrpjm0Igkk8Dk0/dFVWm/egVQsFLd6HEEnIAPB+owSbaRuvuj5MGAi8QOiJbuf4JJdwZ6Hz9OrZLvp49pl7IHo/Zi6+YJjO1PgZeLOSQHNUevmP7xeSOMAhKacKNV2nUh3EiI1oxwmOS9WEBE6IgNoGypIAKqTTLeb4BOj9HA/lOYIjafq746EBEqNA984zXxDtVhLxf9q7Vj3y52EiSjWIOjso37MsQ5xGhXuMQlU87EhhEpmZsV0SCSh2gSaMyG4iysvk8aZ7Rbtyk2xUL2cx5FFR+gYnSIXXaAqukY1VEcUPaAn9IJerUfr2Xqz3mfWjDXvOUR/YH1+A3nGn7M=</latexit>

2

4
0
1
0

3

5

<latexit sha1_base64="gmw8oAnSC5cT53X8rMl5Dy9bO7I=">AAACEnicbVDLSsNAFJ3UV62vqEs3g0XQTUmkoO6KblxWsA9oQplMb9uhk0mYmYgl9Bvc+CtuXCji1pU7/8ZJG0RbD8xwOOde7r0niDlT2nG+rMLS8srqWnG9tLG5tb1j7+41VZRICg0a8Ui2A6KAMwENzTSHdiyBhAGHVjC6yvzWHUjFInGrxzH4IRkI1meUaCN17RMvgAETaRASLdn9BDvY87CbfYaB6P04XbvsVJwp8CJxc1JGOepd+9PrRTQJQWjKiVId14m1nxKpGeUwKXmJgpjQERlAx1BBQlB+Oj1pgo+M0sP9SJonNJ6qvztSEio1DgNTafYbqnkvE//zOonun/spE3GiQdDZoH7CsY5wlg/uMQlU87EhhEpmdsV0SCSh2qRYMiG48ycvkuZpxa1WLm6q5dplHkcRHaBDdIxcdIZq6BrVUQNR9ICe0At6tR6tZ+vNep+VFqy8Zx/9gfXxDbQqnOQ=</latexit>

2

4
1
0
0

3

5

<latexit sha1_base64="7om4ilEBnSW3L4ALvNK9vjwXspA=">AAACEnicbVDLSsNAFJ3UV62vqEs3g0XQTUmkoO6KblxWsA9oQplMbtuhk0mYmYgl9Bvc+CtuXCji1pU7/8ZpG0RbD8xwOOde7r0nSDhT2nG+rMLS8srqWnG9tLG5tb1j7+41VZxKCg0a81i2A6KAMwENzTSHdiKBRAGHVjC8mvitO5CKxeJWjxLwI9IXrMco0Ubq2ideAH0msiAiWrL7MXax52En/0CEP07XLjsVZwq8SNyclFGOetf+9MKYphEITTlRquM6ifYzIjWjHMYlL1WQEDokfegYKkgEys+mJ43xkVFC3IuleULjqfq7IyORUqMoMJVmv4Ga9ybif14n1b1zP2MiSTUIOhvUSznWMZ7kg0MmgWo+MoRQycyumA6IJFSbFEsmBHf+5EXSPK241crFTbVcu8zjKKIDdIiOkYvOUA1dozpqIIoe0BN6Qa/Wo/VsvVnvs9KClffsoz+wPr4BtC+c5A==</latexit>
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<latexit sha1_base64="eJDiagn5YnDOiGbTwf0f51CRDWk=">AAACEnicbVDLSsNAFJ3UV62vqEs3g0XQTUmkoO6KblxWsA9oQplMbtuhk0mYmYgl9Bvc+CtuXCji1pU7/8ZpG0RbD8xwOOde7r0nSDhT2nG+rMLS8srqWnG9tLG5tb1j7+41VZxKCg0a81i2A6KAMwENzTSHdiKBRAGHVjC8mvitO5CKxeJWjxLwI9IXrMco0Ubq2ideAH0msiAiWrL7MXaw580+F3sgwh+na5edijMFXiRuTsooR71rf3phTNMIhKacKNVxnUT7GZGaUQ7jkpcqSAgdkj50DBUkAuVn05PG+MgoIe7F0jyh8VT93ZGRSKlRFJhKs99AzXsT8T+vk+reuZ8xkaQaBJ0N6qUc6xhP8sEhk0A1HxlCqGRmV0wHRBKqTYolE4I7f/IiaZ5W3Grl4qZarl3mcRTRATpEx8hFZ6iGrlEdNRBFD+gJvaBX69F6tt6s91lpwcp79tEfWB/ftCWc5A==</latexit>

Our training dataset consists of

<latexit sha1_base64="pXRSSVeJ5LyO/9ZYZ3YmAUO4LZY=">AAACEHicbVDLSgMxFM3UV62vqks3wSK6KjNSUHdFN+6sYB/QDiWTZtrQTDIkd8Qy9BPc+CtuXCji1qU7/8a0nYW2Hggczn3k3BPEghtw3W8nt7S8srqWXy9sbG5t7xR39xpGJZqyOlVC6VZADBNcsjpwEKwVa0aiQLBmMLya1Jv3TBuu5B2MYuZHpC95yCkBK3WLxx1gD5DeJBqDJlxy2cc9AnYjYKqksQ4MVuG4Wyy5ZXcKvEi8jJRQhlq3+NXpKZpETAIVxJi258bgp0QDp4KNC53EsJjQIemztqWSRMz46fSgMT6ySg+HStsnJ0as+nsiJZExoyiwnRGBgZmvTcT/au0EwnM/5TJOgEk6+yhMBAaFJ+ngHteMghhZQqjm1iumA6IJBZthwYbgzZ+8SBqnZa9SvritlKqXWRx5dIAO0Qny0BmqomtUQ3VE0SN6Rq/ozXlyXpx352PWmnOymX30B87nD5yinZk=</latexit>

a collection of feature vectors

<latexit sha1_base64="zrUT5SEtpPhurTe6RT9QTu1P+AM=">AAACD3icbVDLSgMxFM3UV62vqks3waK4KjNSUHdFNy4r2Ae0pWTSO21oZjIkd4pl6B+48VfcuFDErVt3/o3pY6GtBwKHc+5Nco4fS2HQdb+dzMrq2vpGdjO3tb2zu5ffP6gZlWgOVa6k0g2fGZAigioKlNCINbDQl1D3BzcTvz4EbYSK7nEUQztkvUgEgjO0Uid/2kJ4wJRRe5UEPhGpCmgADBMNdGglpc24ky+4RXcKuky8OSmQOSqd/Ferq3gSQoRcMmOanhtjO2UaBZcwzrUSAzHjA9aDpqURC8G002meMT2xSpcGStsTIZ2qvzdSFhozCn07GTLsm0VvIv7nNRMMLtupiOIEIeKzh4JEUlR0Ug7tCm0Dy5EljGth/0p5n2nG0VaYsyV4i5GXSe286JWKV3elQvl6XkeWHJFjckY8ckHK5JZUSJVw8kieySt5c56cF+fd+ZiNZpz5ziH5A+fzB7vJnSA=</latexit>

Here yi is a probability vector that expresses certainty about which class example i belongs to

<latexit sha1_base64="PN/cmgQ4NnYUe1VVHKDRC8yhPTE=">AAACVHicbVHBbhMxEPVuKZQAJYUjlxEpEqdoF1UCblW59Fgk0lZKomjszGateO2VPVu6WuUj4YDEl/TSA06aA7TM6em9meeZZ1kbHTjLfifpzqPdx0/2nvaePX+x/7J/8Oo8uMYrGilnnL+UGMhoSyPWbOiy9oSVNHQhl1/W+sUV+aCd/cZtTdMKF1YXWiFHatZfTpiuuTslT3DYzvQh6AAItXcSpTaaW7gixc4Dl8hA19E9BAqgyDNqG3WUrmH4XmpVgjIYQuzCqjbRMNpJMs4uArBbzfqDbJhtCh6CfAsGYltns/7PydyppiLLG+NxntU87dCzVoZWvUkTqEa1xAWNI7RYUZh2m1BW8C4ycyji5oWzDBv274kOqxDaSsbOCrkM97U1+T9t3HDxadppWzdMVt09VDQmXgjrhGGufUzMtBGg8jruCqpEj4rjP/RiCPn9kx+C8w/D/Gj4+evR4PhkG8eeeCPeivciFx/FsTgVZ2IklPghbhKRJMmv5DbdSXfvWtNkO/Na/FPp/h+1KbN1</latexit>

For example, if K = 3 and example i belongs to class 1, then yi =
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<latexit sha1_base64="0QPs42QrkeuxlJRkB0Y7CRSMXUw=">AAACZHicbVFNa9tAEF2pH0nctFUaeiqUoVahh2CkNtD2UAgthEIvCdRJwDJmtRrZS1a7YndUbIT/ZG895pLf0bWjhnz0HZbHezPMzNu8VtJRkvwJwgcPHz3e2NzqPdl++ux5tPPixJnGChwKo4w9y7lDJTUOSZLCs9oir3KFp/n5t5V/+gutk0b/pEWN44pPtSyl4OSlSdRmhHNqD40FnPOqVrgHsoT4B3yBDzFwXfzTIZYx5KiMnjogA0Jx5yBO4z2gGWqIFxPpm7Icp1K3ecXJyvkSUsgySLoHdXHtxMtJ1E8GyRpwn6Qd6bMOR5Pod1YY0VSoaT19lCY1jVtuSQqFy17WOKy5OOdTHHmqeYVu3K5DWsJbrxRQ+kNLownW6s2OllfOLarcV/oNZ+6utxL/540aKj+NW6nrhlCLq0Flo1YZrRKHQloUpBaecGGl3xXEjFsuyP9Lz4eQ3j35Pjl5P0j3B5+P9/sHX7s4Ntkr9oa9Yyn7yA7Yd3bEhkywi2AjiIKd4DLcDnfDl1elYdD17LJbCF//Ban5sxY=</latexit>

The position of the 1 tells 
you which class the 
example belongs to



A recipe for a multiclass classification algorithm
Ingredient 2: A prediction function f : Rd ! RK

<latexit sha1_base64="5SREdxT+zykZOX1rDSaqA/qOsSg=">AAACPXicbVA9T8MwEHXKVylfBUYWiwqJqUoQEtCpwAJiKaiFSm2pHOdSrDpOZDuIKsofY+E/sLGxMIAQKytOm4GvJ1l6fvdOd/fciDOlbfvJKkxNz8zOFedLC4tLyyvl1bVLFcaSQouGPJRtlyjgTEBLM82hHUkggcvhyh0eZ/WrW5CKhaKpRxH0AjIQzGeUaCP1y82uhjvt+smpGEjwGAiNd2o4xWM9OcRRptLMjP1YTEiK/RruBkTfuC6+uPaMOfz2P+uXK3bVHgP/JU5OKihHo19+7HohjQMznXKiVMexI91LiNSMckhL3VhBROiQDKBjqCABqF4yvj7FW0bxsB9K88z2Y/V7R0ICpUaBa5zZiup3LRP/q3Vi7e/3EiaiWIOgk0F+zLE5NosSe0wC1XxkCKGSmV0xvSGSUG0CL5kQnN8n/yWXO1Vnt3pwvlupH+VxFNEG2kTbyEF7qI5OUAO1EEX36Bm9ojfrwXqx3q2PibVg5T3r6Aeszy+8Xa5I</latexit>

Big question: What form should we assume for f?

<latexit sha1_base64="QnMcUfhqEAp7Pg/8b2vLbfmNgts=">AAACIXicbVC7TgJBFJ31ifhCLW0mookV2TUkoo0EG0tNBEyAkNnhLkyc3Vln7qpkw6/Y+Cs2FhpjZ/wZZ4HC16lOzrnP48dSGHTdD2dmdm5+YTG3lF9eWV1bL2xsNoxKNIc6V1LpK58ZkCKCOgqUcBVrYKEvoelfn2Z+8xa0ESq6xGEMnZD1IxEIztBK3UKljXCPaU306U0CJhOPaXPAkAZKh9QMVCJ79A4oMyYJIVPpbrB7MuoWim7JHYP+Jd6UFMkU593Ce7unuJ0RIZd2WstzY+ykTKPgEkb5dmIgZvya9aFlacRCMJ10/OGI7lmlN14eqAjpWP3ekbLQmGHo28qQ4cD89jLxP6+VYFDppCKKE4SITxYFiaSoaBYX7QkNHOXQEsa1sLdSPmCacbSh5m0I3u+X/5LGQckrl44uysVqbRpHjmyTHbJPPHJIquSMnJM64eSBPJEX8uo8Os/Om/M+KZ1xpj1b5Aeczy+9BaM5</latexit>

The output of f should be a probability vector, and we hope that

<latexit sha1_base64="a034KdJ1ogSMyWJ6amjEqsiaM9o=">AAACMnicbZDPShxBEMZ7zL/NJiabeMylyCp4kGVGhMSb6CW5bcBVYXdZanpqnMae7qG7RrMM+0xefBLBQ3IwhFzzEOld95BoPmj4+KqK6vqllVae4/hbtPLo8ZOnz1rP2y9err563Xnz9sjb2kkaSKutO0nRk1aGBqxY00nlCMtU03F6djCvH5+T88qaQ55WNC7x1KhcSeQQTTqfR0xfuTksCGzNVc1gc1jP18EXttYZpAQIlbMppkornsI5SbZuC9BkcEFQ2IqAC+TZpNONe/FC8NAkS9MVS/UnnetRZmVdkmGp0fthElc8btCxkppm7VHtqUJ5hqc0DNZgSX7cLE6ewUZIMsitC88wLNK/JxosvZ+WaegskQt/vzYP/1cb1px/HDfKBBRk5N2ivNbAFub8IFMuENDTYFA6Ff4KskCHkgPldoCQ3D/5oTna7iU7vd0vO929/SWOlngn3otNkYgPYk98En0xEFJcihtxK35EV9H36Gf06651JVrOrIl/FP3+A/fIqgI=</latexit>

f(xi) ⇡ yi for i = 1, . . . , N

<latexit sha1_base64="4q7B4xWJD9xV7PKAvTDqoPfQEgE=">AAACHnicbVDLSsNAFJ34rPVVdenmYhEUSkmkoi4E0Y0rUbBVaEqYTCZ16CQTZ26kJfRL3PgrblwoIrjSvzF9LHyd1eGce7nnHj+RwqBtf1oTk1PTM7OFueL8wuLScmlltWFUqhmvMyWVvvap4VLEvI4CJb9ONKeRL/mV3zkZ+Fd3XBuh4kvsJbwV0XYsQsEo5pJX2g23up7YBpcmiVZd6HkC3NuUBuAi72IWKg19EHAITgVcGSg0FTjzSmW7ag8Bf4kzJmUyxrlXencDxdKIx8gkNabp2Am2MqpRMMn7RTc1PKGsQ9u8mdOYRty0suF7fdjMlQAGSUIVIwzV7xsZjYzpRX4+GVG8Mb+9gfif10wx3G9lIk5S5DEbHQpTCahg0BUEQnOGspcTyrTIswK7oZoyzBst5iU4v1/+Sxo7VadWPbiolY+Ox3UUyDrZIFvEIXvkiJySc1InjNyTR/JMXqwH68l6td5GoxPWeGeN/ID18QUhe6Cd</latexit>

For example, we might assume that f has the form

<latexit sha1_base64="dXQskvbEW83Bg2CXYnN2HvQQtHo=">AAACInicbVDLSgMxFM34tr6qLt0Eq+BCyowI6k4UxKWCVaEt5U56pxNMZobkjlqGfosbf8WNC0VdCX6Mae3C14HAuee+ck+YKWnJ99+9kdGx8YnJqenSzOzc/EJ5cencprkRWBOpSs1lCBaVTLBGkhReZgZBhwovwqvDfv7iGo2VaXJG3QybGjqJjKQAclKrvNcgvKXiKDUcb0FnCjf5DXItOzFxsDbXyCkG4mvRGo/BugB5lBrda5UrftUfgP8lwZBU2BAnrfJro50KNzAhodzoeuBn1CzAkBQKe6VGbjEDcQUdrDuagEbbLAYn9vi6U9r9xe4lxAfq944CtLVdHbpKDRTb37m++F+unlO02yxkkuWEifhaFOWKU8r7fvG2NChIdR0BYaT7KxcxGBDkXC05E4LfJ/8l51vVYLu6d7pd2T8Y2jHFVtgq22AB22H77JidsBoT7I49sCf27N17j96L9/ZVOuINe5bZD3gfn0BAo3w=</latexit>

In words, this function f computes a bunch of weighted combinations of the components of xi,

<latexit sha1_base64="RUanCwrFh9Bikhp7xpGRt/Vi+xc=">AAACUXicbVHLbhMxFL2Z8igpj1CWbK5IkFhU0QyqBOyqsoFdkUhbKYkij+dOxqrHHtl3aKNRfrELuup/sGEBwjPNAlqOZOnonPuwj9NKK89xfN2Ltu7df/Bw+1F/5/GTp88Gz3ePva2dpIm02rrTVHjSytCEFWs6rRyJMtV0kp59bP2Tb+S8suYrryqal2JpVK6k4CAtBsWM6YKbzwbPrcv8HnKhPOa1ka2Po3yE0pZVzeRRYBr0Am2O56SWBVPWmqky3TDfGlxQ12ANGe6U0cVCjfbWi8EwHscd8C5JNmQIGxwtBt9nmZV1GeZILbyfJnHF80Y4VlLTuj+rPVVCnoklTQM1oiQ/b7pE1vg6KBnm1oVjGDv1745GlN6vyjRUloILf9trxf9505rz9/NGmTYRI28W5bVGttjGi5lyJFmvAhHSqXBXlIVwQnL4hH4IIbn95Lvk+O042R9/+LI/PDjcxLENL+EVvIEE3sEBfIIjmICES/gBv+B376r3M4IouimNepueF/APop0/ac+zkw==</latexit>

then the softmax function S is applied to ensure that the output is a probability vector

<latexit sha1_base64="FHU+fYA/mUc6QAjVRG+In0BJpdw=">AAACSnicbVDBThsxEPUGCjQtNMCxF6sBiVO0iyJRbgguHEFtACmJollnllh47ZU9RkSrfB8XTtz4CC4cWiEu9S45tNCRbD29eU8z89JCSUdx/BA1FhY/LC2vfGx++ry69qW1vnHmjLcCe8IoYy9ScKikxh5JUnhRWIQ8VXieXh1V/fNrtE4a/ZOmBQ5zuNQykwIoUKMWDAhvqKQJah4+7kxGOdzwzGtRKfjWjy0uHYcibINjToajdt5iUAPVFuOp8FSLeGFNCqlUkqb8GgUZOxu12nEnrou/B8kctNm8Tkat+8HYCJ+jJqHAuX4SFzQswZIUCmfNgXdYgLiCS+wHqCFHNyzrKGZ8OzBjnhkbniZes387Ssidm+ZpUOZAE/e2V5H/6/U9Zd+HpdThVNTidVDmVRVIlSsfSxvuVdMAQFgZduViAhYEhfSbIYTk7cnvwdluJ+l29k+77YPDeRwr7Cv7xnZYwvbYATtmJ6zHBLtlj+wX+x3dRU/Rc/TyKm1Ec88m+6cai38ATVWzsg==</latexit>

This looks complicated, but 
you could try to invent a 
more concise notation

Much of machine learning is just getting creative about what form we assume for f

<latexit sha1_base64="rOY0Kp4dclm+KVxId7Aor7KHtyQ=">AAACQ3icbVA9bxNBEN0LX8F8GShpRjhIVNYdigR0ETQ0SEHCSYRtWXPrOd+S/TjtziZYJ/83Gv4AHX+AhgKEaJHYc1xAwqvevJl5s/vKRqvAef4l27p0+crVa9vXezdu3rp9p3/33kFw0UsaSaedPyoxkFaWRqxY01HjCU2p6bA8ftn1D0/IB+XsW142NDW4sKpSEjlJs/67CdMHbl9HWYOrwKCskxNoQm+VXYAK8D4GhgUxd7VM5qxOCLB0keG0RobKeQOnSQohGupK2Kl2VrP+IB/ma8BFUmzIQGywP+t/nsydTBaWpU5m4yJveNqiZyU1rXqTGKhBeYwLGidq0VCYtusMVvAoKfP17cpZhrX690aLJoSlKdOkQa7D+V4n/q83jlw9m7bKNpHJyrNDVdTADrpAYa48SdbLRFB6ld4KskaPklPsvRRCcf7LF8nBk2GxO3z+Znew92ITx7Z4IB6Kx6IQT8WeeCX2xUhI8VF8Fd/Fj+xT9i37mf06G93KNjv3xT/Ifv8B0ASxZA==</latexit>



A recipe for a multiclass classification algorithm
Ingredient 3: A loss function `

<latexit sha1_base64="aoQE4kHWURdIuxg4mogcfWVulQo=">AAACHnicbVDLSgMxFM34rPVVdekm2AquyoxWfKyqbnRXwT6gM5RMeqcNzWSGJCOWoV/ixl9x40IRwZX+jeljoa0HAodzz7259/gxZ0rb9rc1N7+wuLScWcmurq1vbOa2tmsqSiSFKo14JBs+UcCZgKpmmkMjlkBCn0Pd710N6/V7kIpF4k73Y/BC0hEsYJRoI7Vyx66GB+0H6Y3oSGgzEBofneMBHunpBeaRUjhIBB36ccEFzguDVi5vF+0R8CxxJiSPJqi0cp9uO6JJaMZTTpRqOnasvZRIzSiHQdZNFMSE9kgHmoYKEoLy0tF5A7xvlDYOImmeWW+k/u5ISahUP/SNMyS6q6ZrQ/G/WjPRwamXMhEnGgQdfxQkHOsID7PCbSaBat43hFDJzK6YdokkVJtEsyYEZ/rkWVI7LDql4tltKV++nMSRQbtoDx0gB52gMrpGFVRFFD2iZ/SK3qwn68V6tz7G1jlr0rOD/sD6+gHFLKJC</latexit>

We need a way to measure how well a predicted probability vector q

<latexit sha1_base64="C5oZHYMfwjFkc1dbVo9zzpyn9eQ=">AAACNXicbVA9TxtBFNyD8GU+4kBJs4pBorLukKVAh0KTgoJIMUayLevd3ju8Ym/32H2HOZ38p2jyP6igoABFafMXsjYuEuBVo5l5+3YmzpV0FIYPwdz8h4XFpeWV2ura+sbH+qfNM2cKK7AtjDL2PAaHSmpskySF57lFyGKFnfjyeKJ3rtE6afQPKnPsZ3ChZSoFkKcG9ZMe4Q1VHeQaMeHAR1ByMjxDcIVFPjQjPkKlvOLfTaQg78qtiSGWSlLJr1GQsXznaoePB/VG2Aynw9+CaAYabDang/pdLzGiyFCTUOBcNwpz6ldgSQqF41qvcJiDuIQL7HqoIUPXr6apx3zXMwlP/fHUaOJT9t+NCjLnyiz2zgxo6F5rE/I9rVtQetCvpM4LQi1eDqWFmtQyqZAn0vrQqvQAhJX+r1wMwYLvxrqaLyF6HfktONtvRq3m4fdW4+jrrI5lts0+sz0WsS/siH1jp6zNBLtl9+yJPQc/g8fgV/D7xToXzHa22H8T/PkLijGrSw==</latexit>

agrees with a “ground truth” probability vector p

<latexit sha1_base64="KBGo3EknuFXhoUmdPSjodjt9fQM=">AAACJXicbVDLSitBEO3xdTW+oi7dNEbBVZiRgAouRDcuvWBUSEKs6dQkjT3dQ3eN1zDkZ9z4K25cKCLclb9iJ2bh66wO51RRdU6cKekoDP8HE5NT0zN/ZudK8wuLS8vlldVzZ3IrsC6MMvYyBodKaqyTJIWXmUVIY4UX8fXx0L+4Qeuk0WfUz7CVQlfLRAogL7XLB03CWyqgaxEd/yepx4FfXXWtyXWHk82pt8Eza2KIpZLU5zcoyFi+mW3yQbtcCavhCPwnicakwsY4bZefmx0j8hQ1CQXONaIwo1YBlqRQOCg1c4cZiGvoYsNTDSm6VjFKOeBbXunwxB9PjCY+Uj9vFJA6109jP5kC9dx3byj+5jVySvZahdRZTqjFx6EkV5wMH1bGO9L60KrvCQgr/a9c9MCCIF9syZcQfY/8k5zvVKNadf9vrXJ4NK5jlq2zDbbNIrbLDtkJO2V1Jtgde2BP7Dm4Dx6Dl+D1Y3QiGO+ssS8I3t4Bo5KlUA==</latexit>

First idea:

<latexit sha1_base64="RXUuR8yyV78VMs3J78XcSlJwbNo=">AAAB+3icbVDJSgNBEO2JW4zbGI9eGoPgKcxIwOUUFMRjBLNAEkJPp5I06VnorpGEYX7FiwdFvPoj3vwbO8kcNPFBweO9KqrqeZEUGh3n28qtrW9sbuW3Czu7e/sH9mGxocNYcajzUIaq5TENUgRQR4ESWpEC5nsSmt74duY3n0BpEQaPOI2g67NhIAaCMzRSzy52ECaY3AmlkYo+sOu0Z5ecsjMHXSVuRkokQ61nf3X6IY99CJBLpnXbdSLsJkyh4BLSQifWEDE+ZkNoGxowH3Q3md+e0lOj9OkgVKYCpHP190TCfK2nvmc6fYYjvezNxP+8doyDy24igihGCPhi0SCWFEM6C4L2hQKOcmoI40qYWykfMcU4mrgKJgR3+eVV0jgvu5Xy1UOlVL3J4siTY3JCzohLLkiV3JMaqRNOJuSZvJI3K7VerHfrY9Gas7KZI/IH1ucPEHKUeQ==</latexit>

`(p, q) = (p1 � q1)
2 + (p2 � q2)

2 + · · ·+ (pK � qK)2

<latexit sha1_base64="ktHtQo+Xh+bD7HJizan929Fj+NA=">AAACK3icbVBJSwMxFM7UrdZt1KOXYBFa1DIzFNSDUOpF6KWCXaBTh0ya2tDM0iQjlNL/48W/4kEPLnj1f5iZzkFbHwS+5T1e3ueGjAppGB9aZml5ZXUtu57b2Nza3tF395oiiDgmDRywgLddJAijPmlIKhlph5wgz2Wk5Q6vYr/1QLiggX8rxyHpeujep32KkVSSo1dtwlghPBkV4SUshI4JT+HIMYt3FjyOuZVwa8Zt3AukmBm1xKgpw9HzRslICi4CMwV5kFbd0V/sXoAjj/gSMyRExzRC2Z0gLilmZJqzI0FChIfonnQU9JFHRHeS3DqFR0rpwX7A1fMlTNTfExPkCTH2XNXpITkQ814s/ud1Itk/706oH0aS+Hi2qB8xKAMYBwd7lBMs2VgBhDlVf4V4gDjCUsWbUyGY8ycvgqZVMsuli5tyvlJN48iCA3AICsAEZ6ACrkEdNAAGj+AZvIF37Ul71T61r1lrRktn9sGf0r5/AJc/oJw=</latexit>

2

6664

p1
p2
...
pK

3

7775

<latexit sha1_base64="Pr5KmExaPH1RrGJJ2Kk8/3WcMgM=">AAACInicbVDLSgMxFM34rPVVdekmWARXZaYUtLuiG8FNBfuATimZzJ02NJMZkkyxDP0WN/6KGxeKuhL8GDNtEW09EO7hnHvJvceLOVPatj+tldW19Y3N3FZ+e2d3b79wcNhUUSIpNGjEI9n2iALOBDQ00xzasQQSehxa3vAq81sjkIpF4k6PY+iGpC9YwCjRRuoVqq4HfSZSLyRasvsJjnsOdl1TyllxR36k1Uy4wS4I/6ezVyjaJXsKvEycOSmiOeq9wrvrRzQJQWjKiVIdx451NyVSM8phkncTBTGhQ9KHjqGChKC66fTECT41io+DSJonNJ6qvydSEio1Dj3TafYbqEUvE//zOokOLropE3GiQdDZR0HCsY5wlhf2mQSq+dgQQiUzu2I6IJJQbVLNmxCcxZOXSbNcciql6m2lWLucx5FDx+gEnSEHnaMaukZ11EAUPaAn9IJerUfr2XqzPmatK9Z85gj9gfX1DVOEo5I=</latexit>

2

6664

q1
q2
...
qK

3

7775

<latexit sha1_base64="Ei9LCUpMScvnt679qtf28cOjcp8=">AAACInicbVDLSgMxFM3UV62vUZdugkVwVWZKQbsruhHcVLAP6JSSydy2oZnMmGSKZei3uPFX3LhQ1JXgx5g+EG09EO7hnHvJvcePOVPacT6tzMrq2vpGdjO3tb2zu2fvH9RVlEgKNRrxSDZ9ooAzATXNNIdmLIGEPoeGP7ic+I0hSMUicatHMbRD0hOsyyjRRurYZc+HHhOpHxIt2f0Y33Vc7HmmFCfFGwaRVjPhGnsggp/Ojp13Cs4UeJm4c5JHc1Q79rsXRDQJQWjKiVIt14l1OyVSM8phnPMSBTGhA9KDlqGChKDa6fTEMT4xSoC7kTRPaDxVf0+kJFRqFPqm0+zXV4veRPzPayW6e95OmYgTDYLOPuomHOsIT/LCAZNANR8ZQqhkZldM+0QSqk2qOROCu3jyMqkXC26pUL4p5SsX8ziy6Agdo1PkojNUQVeoimqIogf0hF7Qq/VoPVtv1sesNWPNZw7RH1hf31hpo5U=</latexit>

If q agrees perfectly with p, then `(p, q) = 0

<latexit sha1_base64="Z/HR35DJEuTeHKg+UYK2jk7xnRI=">AAACJnicbVBNSyNBEO1xV83Gr7h79FJsRlCQMCOCehBk97LeFDZRSELo6dQkjT09ne4aNQz5NXvxr3jZg8uyePOnOPk4rNEHBY/3qqiqFxklHQXBk7fw4ePi0nLpU3lldW19o7L5ueHSzAqsi1Sl9iriDpXUWCdJCq+MRZ5ECi+j6+9j//IGrZOp/klDg+2E97SMpeBUSJ3KSYvwjvKzGPyBD7xnER0YtDEKUkO4ldQH3/h7QH3U4LdQqR2zN9iFEwj8UadSDWrBBPCWhDNSZTOcdyqPrW4qsgQ1CcWda4aBoXbOLUmhcFRuZQ4NF9e8h82Cap6ga+eTN0ewXShdiFNblCaYqP9P5DxxbphERWfCqe/mvbH4ntfMKD5q51KbjFCL6aI4U0ApjDODrrTTOLqSCyuLW0H0ueWCimTLRQjh/MtvSWO/Fh7Uji8OqqffZnGU2Bb7ynZYyA7ZKfvBzlmdCfaLPbBH9se79357f71/09YFbzbzhb2C9/wCA1ai+g==</latexit>

On the other hand, if q is not close to p, then `(p, q) is large

<latexit sha1_base64="5cCf74icqg+jhv6JFHaa3KzIEvE=">AAACOHicbVBNaxsxENU6aZq4beq2x1xEvAUXjNkthrY30156iwPxB9jGaOVZW1grbaTZUrP4Z/WSn9FbyCWHlNJrf0G0tg+JnQGJx3tvmJkXpVJYDIJrr7S3/+zg+eFR+cXLV8evK2/edq3ODIcO11KbfsQsSKGggwIl9FMDLIkk9KL5t0Lv/QBjhVYXuEhhlLCpErHgDB01rpwNEX5ifqYozoBq9xk6Y2pSpyKm/qVPhaVKI+VSW6CoqZ/69cKrqD8EKWtp/fLDyiWZmcJyXKkGjWBVdBeEG1Alm2qPK7+HE82zBBRyyawdhEGKo5wZFFzCsjzMLKSMz9kUBg4qloAd5avDl/S9YyY01sY95ZYs2IcdOUusXSSRcyYMZ3ZbK8intEGG8edRLlSaISi+HhRnsgigSJFOhAGOcuEA40a4XSmfMcM4uqzLLoRw++Rd0P3YCJuNL+fNauvrJo5DckJOSY2E5BNpke+kTTqEk1/khtyRP96Vd+v99f6trSVv0/OOPCrv/z3FZKn0</latexit>

This choice of      is 
called the “squared 
error” loss function

`

<latexit sha1_base64="PDeqjw2FL56umzSMNRNy9tF4Avc=">AAAB63icdVBNS8NAEN3Ur1q/qh69LBbBU0hq6Met6MVjBWsLbSib7aRdutmE3Y1QQv+CFw+KePUPefPfuGkrqOiDgcd7M8zMCxLOlHacD6uwtr6xuVXcLu3s7u0flA+P7lScSgodGvNY9gKigDMBHc00h14igUQBh24wvcr97j1IxWJxq2cJ+BEZCxYySnQuDYDzYbni2M1GrerVsGM7Tt2tujmp1r0LD7tGyVFBK7SH5ffBKKZpBEJTTpTqu06i/YxIzSiHeWmQKkgInZIx9A0VJALlZ4tb5/jMKCMcxtKU0Hihfp/ISKTULApMZ0T0RP32cvEvr5/qsOFnTCSpBkGXi8KUYx3j/HE8YhKo5jNDCJXM3IrphEhCtYmnZEL4+hT/T+6qtuvZzRuv0rpcxVFEJ+gUnSMX1VELXaM26iCKJugBPaFnK7IerRfrddlasFYzx+gHrLdPcVWOiQ==</latexit>



A recipe for a multiclass classification algorithm
The most beautiful way to measure how well a predicted probability vector q

<latexit sha1_base64="ez2xGfDiGMPnocqw042j7G9xxVg=">AAACPXicbVA9TxtBEN0DEojzgUPKNCNMpFTWXYRE0qHQUBLJBiTbsub25vCK3dtjdw5zOvmP0eQ/pKOjoUgUpU2btXGRQF719N6MZt5LS608x/FNtLK69uTp+saz1vMXL19ttl9vHXtbOUl9abV1pyl60qqgPivWdFo6QpNqOknPD+b+ySU5r2zR47qkkcGzQuVKIgdp3O4Nma646U0IjPUMKWHFKq80TLEGtmAIfeUIJnYKU9IaEMKBTEmmLDCbYqq04houSbJ1sHOxMxu3O3E3XgAek2RJOmKJo3H72zCzsjJUsNTo/SCJSx416FhJTbPWsPJUojzHMxoEWqAhP2oW6WfwLigZ5OF2bguGhfr3RoPG+9qkYdIgT/xDby7+zxtUnH8cNaooK6ZC3h+aNxNamVcJmXIhs64DQelU+BXkBB2GapxvhRKSh5Efk+MP3WS3++nLbmf/87KODfFWbIv3IhF7Yl8ciiPRF1Jci1vxXfyIvkZ30c/o1/3oSrTceSP+QfT7D4w9r2c=</latexit>

agrees with a “ground truth” probability vector p

<latexit sha1_base64="w1wtdLg3sr+rn3sKgekZivTMxxw=">AAACJHicbVA9TxtBEN0zkIBDEhNKmpUNEpV1FyElURpEGkpHwmDJtuy59Zy98t7uaXeOxDr5x6TJX6GhACIKGn4L648CTF719N6MZt6LMyUdheFDUFpb33jzdnOr/G77/YePlZ1P587kVmBTGGVsKwaHSmpskiSFrcwipLHCi3j8Y+ZfXKJ10ugzmmTYTWGoZSIFkJd6le8dwt9UwNAiOv5L0ogD7/eH1uR6wMnmNKryzJoYYqkkTfglCjKW72f7016lFtbDOfhrEi1JjS3R6FXuOgMj8hQ1CQXOtaMwo24BlqRQOC13cocZiDEMse2phhRdt5iHnPIDrwx44m8nRhOfq883Ckidm6Sxn0yBRm7Vm4n/89o5JV+7hdRZTqjF4lCSK06GzxrjA2l9ZjXxBISV/lcuRmBBkO+17EuIViO/Juef69FR/dvPo9rxybKOTbbHquyQRewLO2anrMGaTLA/7IrdsNvgb3Ad/AvuF6OlYLmzy14geHwCN9elJg==</latexit>

is to use the “cross-entropy” loss function ` defined by

<latexit sha1_base64="QfSVlYkaa/MKV7pVfK8mTsS6a+k=">AAACLnicbVBNSwMxEM36bf2qevQSrIIXy64U1JsogkcFq0JbajY7a4PZZElmxWXpL/LiX9GDoCJe/Rlmaw9+DQRe3szjzbwwlcKi7z97I6Nj4xOTU9OVmdm5+YXq4tKZ1Znh0ORaanMRMgtSKGiiQAkXqQGWhBLOw+uDsn9+A8YKrU4xT6GTsCslYsEZOqpbPWwj3GIhLEVNMwsUe0AvL7nR1m6CQqPTfJVK96NxpngpomttkHKNRhA704iGeb9brfl1f1D0LwiGoEaGddytPrYjzbPEOXDJrG0FfoqdghkUXEK/0narpIxfsytoOahYArZTDM7t03XHRDTWxj2FdMB+VxQssTZPQjeZMOzZ372S/K/XyjDe6RRCpRmC4l9GcSbLaMrsaCQMcJS5A4wb4XalvMcM4+gSrrgQgt8n/wVnW/WgUd89adT29odxTJEVsko2SEC2yR45IsekSTi5Iw/khbx6996T9+a9f42OeEPNMvlR3scnrjKo6w==</latexit>

2

6664

p1
p2
...
pK

3

7775

<latexit sha1_base64="Pr5KmExaPH1RrGJJ2Kk8/3WcMgM=">AAACInicbVDLSgMxFM34rPVVdekmWARXZaYUtLuiG8FNBfuATimZzJ02NJMZkkyxDP0WN/6KGxeKuhL8GDNtEW09EO7hnHvJvceLOVPatj+tldW19Y3N3FZ+e2d3b79wcNhUUSIpNGjEI9n2iALOBDQ00xzasQQSehxa3vAq81sjkIpF4k6PY+iGpC9YwCjRRuoVqq4HfSZSLyRasvsJjnsOdl1TyllxR36k1Uy4wS4I/6ezVyjaJXsKvEycOSmiOeq9wrvrRzQJQWjKiVIdx451NyVSM8phkncTBTGhQ9KHjqGChKC66fTECT41io+DSJonNJ6qvydSEio1Dj3TafYbqEUvE//zOokOLropE3GiQdDZR0HCsY5wlhf2mQSq+dgQQiUzu2I6IJJQbVLNmxCcxZOXSbNcciql6m2lWLucx5FDx+gEnSEHnaMaukZ11EAUPaAn9IJerUfr2XqzPmatK9Z85gj9gfX1DVOEo5I=</latexit>

2

6664

q1
q2
...
qK

3

7775

<latexit sha1_base64="Ei9LCUpMScvnt679qtf28cOjcp8=">AAACInicbVDLSgMxFM3UV62vUZdugkVwVWZKQbsruhHcVLAP6JSSydy2oZnMmGSKZei3uPFX3LhQ1JXgx5g+EG09EO7hnHvJvcePOVPacT6tzMrq2vpGdjO3tb2zu2fvH9RVlEgKNRrxSDZ9ooAzATXNNIdmLIGEPoeGP7ic+I0hSMUicatHMbRD0hOsyyjRRurYZc+HHhOpHxIt2f0Y33Vc7HmmFCfFGwaRVjPhGnsggp/Ojp13Cs4UeJm4c5JHc1Q79rsXRDQJQWjKiVIt14l1OyVSM8phnPMSBTGhA9KDlqGChKDa6fTEMT4xSoC7kTRPaDxVf0+kJFRqFPqm0+zXV4veRPzPayW6e95OmYgTDYLOPuomHOsIT/LCAZNANR8ZQqhkZldM+0QSqk2qOROCu3jyMqkXC26pUL4p5SsX8ziy6Agdo1PkojNUQVeoimqIogf0hF7Qq/VoPVtv1sesNWPNZw7RH1hf31hpo5U=</latexit>

This strange-looking formula is hard 
to motivate, but it turns out that in 
some sense it’s the most natural 

way to compare probability vectors

`(p, q) = �p1 log(q1)� p2 log(q2)� · · ·� pK log(qK)

<latexit sha1_base64="zBS7VxNdMLWH/N0E3YHx5Affv3s=">AAACLHicbVBdSwJBFJ21L7Mvq8dehiRQSNkVoXoIJF8CXwzyA1xZZsdRB2d3xpnZQMQf1Et/JYgekui139H4BaUdGDj3nHu5c48vGFXatidWbGNza3snvpvY2z84PEoen9QUjyQmVcwZlw0fKcJoSKqaakYaQhIU+IzU/X5p6tefiFSUh496KEgrQN2QdihG2khesuQSxtLicpCBtzArPAe6jHfTA8/JwCwUXn5Z56e1i9tcq5lRXhrljJdM2Tl7BrhOnAVJgQUqXvLNbXMcBSTUmCGlmo4tdGuEpKaYkXHCjRQRCPdRlzQNDVFAVGs0O3YML4zShh0uzQs1nKm/J0YoUGoY+KYzQLqnVr2p+J/XjHTnujWioYg0CfF8USdiUHM4TQ62qSRYs6EhCEtq/gpxD0mEtck3YUJwVk9eJ7V8zinkbh4KqeLdIo44OAPnIA0ccAWK4B5UQBVg8AxewQeYWC/Wu/Vpfc1bY9Zi5hT8gfX9A8f1oxw=</latexit>

Which probability vector q minimizes `(p, q)?

<latexit sha1_base64="Bx8mXLL1MLDnccrgHy+lBKJ4D9I=">AAACI3icbVDLThtBEJx1CDEmIU44chlhR3KkyNpFSEm4BMElRyNhbMm2rNlxrz3yPJaZXgtn5X/hwq9w4UCEcsmBf2H8OPCqU6mqW11dcSqFwzD8HxTerL1df1fcKG2+/7D1sfzp85kzmeXQ5EYa246ZAyk0NFGghHZqgalYQiseH8/91gSsE0af4jSFnmJDLRLBGXqpXz7oIlxg3hoJPqKpNTGLhRQ4pRPgaCytnlepEloo8QccrXZBylr67fxr9desX66E9XAB+pJEK1IhKzT65bvuwPBMgUYumXOdKEyxlzOLgkuYlbqZg5TxMRtCx1PNFLhevvhxRr94ZUATHykxGulCfbyRM+XcVMV+UjEcuefeXHzN62SY/OjlQqcZgubLQ0kmKRo6L4wOhPVVyKknjFvhs1I+YpZx9LWWfAnR85dfkrO9erRf/3myXzk8WtVRJDtkl9RIRL6TQ/KbNEiTcHJJrskt+RtcBTfBXfBvOVoIVjvb5AmC+wciG6Pn</latexit>

Exercise: Suppose that p =

2

4
1
0
0

3

5.

<latexit sha1_base64="HUnGQhGruoo+OTYHgv8ufurM7ug=">AAACQXicbVBNSxxBEO0xJtHN1yYevRSugqdlJgjRgCAJgkeDri7sLEtPb81uY09P010juwzz13LJP8jNuxcPinjNxd51kETzoIrHe1V09UuMko7C8CJYeLH48tXrpeXGm7fv3n9ofvx04vLCCuyIXOW2m3CHSmrskCSFXWORZ4nC0+Ts+8w/PUfrZK6PaWqwn/GRlqkUnLw0aHZjwgklabk/QSukw69QwVwrjwpjcodAY06wbmAX4gRHUpdJxsnKSQURxDGEdUM9fHTW29Wg2Qrb4RzwnEQ1abEah4Pm73iYiyJDTUJx53pRaKhfcktSKKwaceHQcHHGR9jzVPMMXb+cJ1DBhleGkObWlyaYq39vlDxzbpolftKfOHZPvZn4P69XULrdL6U2BaEWDw+lhQLKYRYnDKVFQWrqCRdW+ltBjLnlgnzoDR9C9PTLz8nJ53a01d75sdXa+1bHscRW2RrbZBH7wvbYATtkHSbYT3bJrtlN8Cu4Cm6Du4fRhaDeWWH/IPhzD6csr6k=</latexit>



A recipe for a multiclass classification algorithm
The most beautiful way to measure how well a predicted probability vector q

<latexit sha1_base64="ez2xGfDiGMPnocqw042j7G9xxVg=">AAACPXicbVA9TxtBEN0DEojzgUPKNCNMpFTWXYRE0qHQUBLJBiTbsub25vCK3dtjdw5zOvmP0eQ/pKOjoUgUpU2btXGRQF719N6MZt5LS608x/FNtLK69uTp+saz1vMXL19ttl9vHXtbOUl9abV1pyl60qqgPivWdFo6QpNqOknPD+b+ySU5r2zR47qkkcGzQuVKIgdp3O4Nma646U0IjPUMKWHFKq80TLEGtmAIfeUIJnYKU9IaEMKBTEmmLDCbYqq04houSbJ1sHOxMxu3O3E3XgAek2RJOmKJo3H72zCzsjJUsNTo/SCJSx416FhJTbPWsPJUojzHMxoEWqAhP2oW6WfwLigZ5OF2bguGhfr3RoPG+9qkYdIgT/xDby7+zxtUnH8cNaooK6ZC3h+aNxNamVcJmXIhs64DQelU+BXkBB2GapxvhRKSh5Efk+MP3WS3++nLbmf/87KODfFWbIv3IhF7Yl8ciiPRF1Jci1vxXfyIvkZ30c/o1/3oSrTceSP+QfT7D4w9r2c=</latexit>

agrees with a “ground truth” probability vector p

<latexit sha1_base64="w1wtdLg3sr+rn3sKgekZivTMxxw=">AAACJHicbVA9TxtBEN0zkIBDEhNKmpUNEpV1FyElURpEGkpHwmDJtuy59Zy98t7uaXeOxDr5x6TJX6GhACIKGn4L648CTF719N6MZt6LMyUdheFDUFpb33jzdnOr/G77/YePlZ1P587kVmBTGGVsKwaHSmpskiSFrcwipLHCi3j8Y+ZfXKJ10ugzmmTYTWGoZSIFkJd6le8dwt9UwNAiOv5L0ogD7/eH1uR6wMnmNKryzJoYYqkkTfglCjKW72f7016lFtbDOfhrEi1JjS3R6FXuOgMj8hQ1CQXOtaMwo24BlqRQOC13cocZiDEMse2phhRdt5iHnPIDrwx44m8nRhOfq883Ckidm6Sxn0yBRm7Vm4n/89o5JV+7hdRZTqjF4lCSK06GzxrjA2l9ZjXxBISV/lcuRmBBkO+17EuIViO/Juef69FR/dvPo9rxybKOTbbHquyQRewLO2anrMGaTLA/7IrdsNvgb3Ad/AvuF6OlYLmzy14geHwCN9elJg==</latexit>

is to use the “cross-entropy” loss function ` defined by

<latexit sha1_base64="QfSVlYkaa/MKV7pVfK8mTsS6a+k=">AAACLnicbVBNSwMxEM36bf2qevQSrIIXy64U1JsogkcFq0JbajY7a4PZZElmxWXpL/LiX9GDoCJe/Rlmaw9+DQRe3szjzbwwlcKi7z97I6Nj4xOTU9OVmdm5+YXq4tKZ1Znh0ORaanMRMgtSKGiiQAkXqQGWhBLOw+uDsn9+A8YKrU4xT6GTsCslYsEZOqpbPWwj3GIhLEVNMwsUe0AvL7nR1m6CQqPTfJVK96NxpngpomttkHKNRhA704iGeb9brfl1f1D0LwiGoEaGddytPrYjzbPEOXDJrG0FfoqdghkUXEK/0narpIxfsytoOahYArZTDM7t03XHRDTWxj2FdMB+VxQssTZPQjeZMOzZ372S/K/XyjDe6RRCpRmC4l9GcSbLaMrsaCQMcJS5A4wb4XalvMcM4+gSrrgQgt8n/wVnW/WgUd89adT29odxTJEVsko2SEC2yR45IsekSTi5Iw/khbx6996T9+a9f42OeEPNMvlR3scnrjKo6w==</latexit>

2

6664

p1
p2
...
pK

3

7775

<latexit sha1_base64="Pr5KmExaPH1RrGJJ2Kk8/3WcMgM=">AAACInicbVDLSgMxFM34rPVVdekmWARXZaYUtLuiG8FNBfuATimZzJ02NJMZkkyxDP0WN/6KGxeKuhL8GDNtEW09EO7hnHvJvceLOVPatj+tldW19Y3N3FZ+e2d3b79wcNhUUSIpNGjEI9n2iALOBDQ00xzasQQSehxa3vAq81sjkIpF4k6PY+iGpC9YwCjRRuoVqq4HfSZSLyRasvsJjnsOdl1TyllxR36k1Uy4wS4I/6ezVyjaJXsKvEycOSmiOeq9wrvrRzQJQWjKiVIdx451NyVSM8phkncTBTGhQ9KHjqGChKC66fTECT41io+DSJonNJ6qvydSEio1Dj3TafYbqEUvE//zOokOLropE3GiQdDZR0HCsY5wlhf2mQSq+dgQQiUzu2I6IJJQbVLNmxCcxZOXSbNcciql6m2lWLucx5FDx+gEnSEHnaMaukZ11EAUPaAn9IJerUfr2XqzPmatK9Z85gj9gfX1DVOEo5I=</latexit>

2

6664

q1
q2
...
qK

3

7775

<latexit sha1_base64="Ei9LCUpMScvnt679qtf28cOjcp8=">AAACInicbVDLSgMxFM3UV62vUZdugkVwVWZKQbsruhHcVLAP6JSSydy2oZnMmGSKZei3uPFX3LhQ1JXgx5g+EG09EO7hnHvJvcePOVPacT6tzMrq2vpGdjO3tb2zu2fvH9RVlEgKNRrxSDZ9ooAzATXNNIdmLIGEPoeGP7ic+I0hSMUicatHMbRD0hOsyyjRRurYZc+HHhOpHxIt2f0Y33Vc7HmmFCfFGwaRVjPhGnsggp/Ojp13Cs4UeJm4c5JHc1Q79rsXRDQJQWjKiVIt14l1OyVSM8phnPMSBTGhA9KDlqGChKDa6fTEMT4xSoC7kTRPaDxVf0+kJFRqFPqm0+zXV4veRPzPayW6e95OmYgTDYLOPuomHOsIT/LCAZNANR8ZQqhkZldM+0QSqk2qOROCu3jyMqkXC26pUL4p5SsX8ziy6Agdo1PkojNUQVeoimqIogf0hF7Qq/VoPVtv1sesNWPNZw7RH1hf31hpo5U=</latexit>

This strange-looking formula is hard 
to motivate, but it turns out that in 
some sense it’s the most natural 

way to compare probability vectors

`(p, q) = �p1 log(q1)� p2 log(q2)� · · ·� pK log(qK)

<latexit sha1_base64="zBS7VxNdMLWH/N0E3YHx5Affv3s=">AAACLHicbVBdSwJBFJ21L7Mvq8dehiRQSNkVoXoIJF8CXwzyA1xZZsdRB2d3xpnZQMQf1Et/JYgekui139H4BaUdGDj3nHu5c48vGFXatidWbGNza3snvpvY2z84PEoen9QUjyQmVcwZlw0fKcJoSKqaakYaQhIU+IzU/X5p6tefiFSUh496KEgrQN2QdihG2khesuQSxtLicpCBtzArPAe6jHfTA8/JwCwUXn5Z56e1i9tcq5lRXhrljJdM2Tl7BrhOnAVJgQUqXvLNbXMcBSTUmCGlmo4tdGuEpKaYkXHCjRQRCPdRlzQNDVFAVGs0O3YML4zShh0uzQs1nKm/J0YoUGoY+KYzQLqnVr2p+J/XjHTnujWioYg0CfF8USdiUHM4TQ62qSRYs6EhCEtq/gpxD0mEtck3YUJwVk9eJ7V8zinkbh4KqeLdIo44OAPnIA0ccAWK4B5UQBVg8AxewQeYWC/Wu/Vpfc1bY9Zi5hT8gfX9A8f1oxw=</latexit>

Which probability vector q minimizes `(p, q)?

<latexit sha1_base64="Bx8mXLL1MLDnccrgHy+lBKJ4D9I=">AAACI3icbVDLThtBEJx1CDEmIU44chlhR3KkyNpFSEm4BMElRyNhbMm2rNlxrz3yPJaZXgtn5X/hwq9w4UCEcsmBf2H8OPCqU6mqW11dcSqFwzD8HxTerL1df1fcKG2+/7D1sfzp85kzmeXQ5EYa246ZAyk0NFGghHZqgalYQiseH8/91gSsE0af4jSFnmJDLRLBGXqpXz7oIlxg3hoJPqKpNTGLhRQ4pRPgaCytnlepEloo8QccrXZBylr67fxr9desX66E9XAB+pJEK1IhKzT65bvuwPBMgUYumXOdKEyxlzOLgkuYlbqZg5TxMRtCx1PNFLhevvhxRr94ZUATHykxGulCfbyRM+XcVMV+UjEcuefeXHzN62SY/OjlQqcZgubLQ0kmKRo6L4wOhPVVyKknjFvhs1I+YpZx9LWWfAnR85dfkrO9erRf/3myXzk8WtVRJDtkl9RIRL6TQ/KbNEiTcHJJrskt+RtcBTfBXfBvOVoIVjvb5AmC+wciG6Pn</latexit>

Exercise: Suppose that p =

2

4
1
0
0

3

5.

<latexit sha1_base64="HUnGQhGruoo+OTYHgv8ufurM7ug=">AAACQXicbVBNSxxBEO0xJtHN1yYevRSugqdlJgjRgCAJgkeDri7sLEtPb81uY09P010juwzz13LJP8jNuxcPinjNxd51kETzoIrHe1V09UuMko7C8CJYeLH48tXrpeXGm7fv3n9ofvx04vLCCuyIXOW2m3CHSmrskCSFXWORZ4nC0+Ts+8w/PUfrZK6PaWqwn/GRlqkUnLw0aHZjwgklabk/QSukw69QwVwrjwpjcodAY06wbmAX4gRHUpdJxsnKSQURxDGEdUM9fHTW29Wg2Qrb4RzwnEQ1abEah4Pm73iYiyJDTUJx53pRaKhfcktSKKwaceHQcHHGR9jzVPMMXb+cJ1DBhleGkObWlyaYq39vlDxzbpolftKfOHZPvZn4P69XULrdL6U2BaEWDw+lhQLKYRYnDKVFQWrqCRdW+ltBjLnlgnzoDR9C9PTLz8nJ53a01d75sdXa+1bHscRW2RrbZBH7wvbYATtkHSbYT3bJrtlN8Cu4Cm6Du4fRhaDeWWH/IPhzD6csr6k=</latexit>

Conclusion: `(p, q) is small when q agrees with p!

<latexit sha1_base64="IPGGtWc4yT/ynOTeO0p7oo+aPXw=">AAACK3icbVDLThtBEJwlJBDngUOOuXTijUSkyNpFlgickH3J0UixjeRdWbPjtj1idnaZ6cVYK/9PLvwKh+SQh7jyH4wfBwIpaaRSVbV6upJcSUtB8MfbeLL59NnW9vPKi5evXu9U3+x2bVYYgR2RqcycJtyikho7JEnhaW6Qp4nCXnLWWvi9CzRWZvobzXKMUz7WciQFJycNqs2I8JLKVqaFKhapIwA/QqX28s/nn3yQFmzKlYLpBDX45z7wsUG0MJU0AT/3388H1VpQD5aAxyRckxpboz2o/oiGmShS1CQUt7YfBjnFJTckhcJ5JSos5lyc8TH2HdU8RRuXy1vn8NEpQxhlxj1NsFTvT5Q8tXaWJi6ZcprYh95C/J/XL2j0JS6lzgtCLVaLRoUCymBRHAylQUFq5ggXRrq/gphwwwW5eiuuhPDhyY9Jd78eNuqHJ43acXNdxzZ7xz6wPRayA3bMvrI26zDBvrNr9ov99q68n95f72YV3fDWM2/ZP/Bu7wDFtaWG</latexit>



Discovering the cross-entropy loss function
The cross-entropy formula looks weird – how would you discover it?

<latexit sha1_base64="SPzf1ArsfefJH8prIbbnhrJe+H8=">AAACM3icbVBNSwMxEM36WetX1aOXYBG8tOyKoJ4UvYinClaFtpRsdmpDs5slmViXpf/Ji3/EgyAeFPHqfzCtPfj1IPB4M5OZ98JUCoO+/+RNTE5Nz8wW5orzC4tLy6WV1QujrOZQ50oqfRUyA1IkUEeBEq5SDSwOJVyGveNh/fIGtBEqOccshVbMrhPREZyhk9ql0ybCLebnXaBcK2MqkKBWaUY7SsdWMiqV6hnaB6EjWqnQrurTvrIyopmyNBKGK/c9FXgwaJfKftUfgf4lwZiUyRi1dumhGSluY7eSS2ZMI/BTbOVMo+ASBsWmNZAy3mPX0HA0YTGYVj7yPKCbTomGV7qXIB2p3ydyFhuTxaHrjBl2ze/aUPyv1rDY2WvlIkktQsK/FnWspKjoMEDnWQNHmTnCuBbuVsq7TDOOLuaiCyH4bfkvudiuBjvV/bOd8uHROI4CWScbZIsEZJcckhNSI3XCyR15JC/k1bv3nr037/2rdcIbz6yRH/A+PgFvHKth</latexit>

One approach uses the “maximum likelihood estimation” technique from statistics

<latexit sha1_base64="819iAXnAI3S4VedPk2BXRNySZu4=">AAACQHicbVC7ThtBFJ2F8Ih5OaRMc4UVicraRUhAh0hDB5FijGRbZnZ8lx15HsvMXYS18qfR8Al01GlSJIpoqRgbFwRypJGOzrmvOWmhpKc4fojm5j8sLC4tf6ytrK6tb9Q/bZ55WzqBLWGVdecp96ikwRZJUnheOOQ6VdhOh98mfvsanZfW/KBRgT3NL43MpOAUpH693SW8oerEIPCicJaLHEqPHihHuLjQ/EbqUoOSw7Ait3YA6EnqafcWEIrcyKsSIXNWg6egB1v4cb/eiJvxFPCeJDPSYDOc9uv33YEVpUZDQnHvO0lcUK/iLoxTOK51w1UFF0N+iZ1ADdfoe9U0gDF8DcoAMuvCMwRT9XVHxbX3I52GynB67t96E/F/XqekbL9XSVOUhEa8LMpKBWRhkiYMpENBahQIF06GW0Hk3HFBIfNaCCF5++X35Gynmew2D77vNg6PZnEssy9si22zhO2xQ3bMTlmLCXbLfrLf7E90F/2K/kaPL6Vz0aznM/sH0dMz5jyxzQ==</latexit>

We make a modeling assumption that the probability vector

<latexit sha1_base64="p/pa3h5GlbgvY+HZJ3r0cPNvDRk=">AAACKXicbVBNaxsxENWmaeu6H3GaYy+iJtCT2S2BJDfTXHp0If4AezGz2rEtLK0WaTZkWfx3cslfySWFlrbX/JFobR9apwMSj/dmNHovyZV0FIa/g71n+89fvGy8ar5+8/bdQevw/cCZwgrsC6OMHSXgUMkM+yRJ4Si3CDpROEyWF7U+vELrpMkuqcwx1jDP5EwKIE9NW90J4TVVQ+QalsiBa5PWj805OFfovO7itADyF/LcmgQSqSSV/AoFGbuattphJ1wXfwqiLWizbfWmre+T1IhCY0ZC+SXjKMwprsCSFApXzUnhMAexhDmOPcxAo4urtdMVP/ZMymfG+pMRX7N/T1SgnSt14js10MLtajX5P21c0OwsrmSWF4SZ2CyaFYqT4XVsPJXW+1WlByCs9H/lYgEWBPlwmz6EaNfyUzD43IlOOuffTtrdL9s4GuwD+8g+sYidsi77ynqszwS7YXfsB/sZ3Ab3wa/gz6Z1L9jOHLF/Knh4BB/kp9M=</latexit>

tells us how likely it is that example i belongs to each of the K classes

<latexit sha1_base64="EmsbWRll45+DMuI9EFmtNDH217w=">AAACPXicbVA9bxNBFNwLkA8DwSElzRM2EpV1hyxBuog0SDRBipNItmW9W7/zrby3e9p9B7FO/mNp8h/o6GgoEkW0tFk7LvLBSCuNZt7b3Zm01MpzHP+K1p48fba+sbnVeP7i5far5s7rY28rJ6knrbbuNEVPWhnqsWJNp6UjLFJNJ+n0YOGffCfnlTVHPCtpWODEqExJ5CCNmkcDpjOumbT2UHnI7Q/Qakp6BopBeeAcGegMi1ITtFUbUtLWTIJhgVDmYLMwE6yvbZAavSc/HzVbcSdeAh6TZEVaYoXDUfPnYGxlVZDh5R39JC55WKNjJTXNG4PKU4lyihPqB2qwID+sl+nn8C4oY8isC8cwLNW7GzUW3s+KNEwWyLl/6C3E/3n9irNPw1qZsmIy8vahrNKL5IsqYawcSQ5NjRVKp8JfQeboUHIovBFKSB5GfkyOP3SSbmfvW7e1/3lVx6Z4I96K9yIRH8W++CIORU9IcS5+i0txFV1Ef6Lr6O/t6Fq02tkV9xD9uwEDL63Y</latexit>

Then we go through the steps of maximum likelihood estimation to estimate the beta coe�cients

<latexit sha1_base64="QNCVLQrYsoKYbTUXDZD3iGWVdXM=">AAACT3icbVFNSysxFM1UfWr1Pasu3QSL4KrMPAR1J7pxqWBVaEvJpHc6ofkYkjtqGfoP3ejOv+HGhSKm4wh+XQg5Ofee3JuTOJPCYRg+BLWZ2bk/8wuL9aXlv/9WGqtr587klkObG2nsZcwcSKGhjQIlXGYWmIolXMSjo2n+4gqsE0af4TiDnmJDLRLBGXqq30i6CDdYnKWg6TXQoaGYWpMPU78DdQiZoyahit0IlSsqxci3So0ZUHAoVHkLRfNxglIWAzLKDSS+jwCNbtJvNMNWWAb9CaIKNEkVJ/3GfXdgeK68mkvmXCcKM+wVzKLgEib1bu4gY3zEhtDxUDMFrleUfkzolmcGNDHWL420ZD8rCqacG6vYV/qZU/c9NyV/y3VyTPZ6hdBZjqD5e6Mkl1MDpubSgbDAUY49YNwKPyvlKbOMo/+Cujch+v7kn+D8fyvaae2f7jQPDis7FsgG2STbJCK75IAckxPSJpzckkfyTF6Cu+ApeK1VpbWgAuvkS9QW3wC46LWC</latexit>

and when you work out the details, the cross-entropy formula emerges

<latexit sha1_base64="1+yW9E86E7finQyVqfQrTH6AeEg=">AAACNHicbVBNa1NBFJ1XrU1j1ajLbgaD0EUN75WC7a60G8FNBNMWkhDum3eTDJmPx8yd1scjP6qb/hA3IrhQxG1/QydpFtp6YODMOffO3HvyUklPafo9WXv0eP3JRmOz+XTr2fMXrZevTr0NTmBPWGXdeQ4elTTYI0kKz0uHoHOFZ/nsZOGfXaDz0prPVJU41DAxciwFUJRGrY8Dwi9Ugyn45RQNr2zgl9bNuA3EaYq8QAKp/O7yIpz1/h0acras+Ng6HRRw1Ogm6OejVjvtpEvwhyRbkTZboTtqfR0UVgQdHxQKvO9naUnDGhxJoXDeHASPJYgZTLAfqQGNflgvl57zt1EpFjPEY4gv1b87atDeVzqPlRpo6u97C/F/Xj/Q+GBYS1MGQiPuPhoHxcnyRYK8kA4FqSoSEE7GWbmYggNBMedmDCG7v/JDcrrXyfY7h5/220fHqzgabJu9YTssY+/ZEfvAuqzHBLti39hP9iu5Tn4kv5M/d6VryarnNfsHyc0t2S6sNQ==</latexit>



Objective function
We hope that                        is small for i = 1, . . . , N

<latexit sha1_base64="ZY8tzAuLalR5zNRbwls5oylFsjM=">AAAB+XicbVBNS8NAEJ3Ur1q/oh69LBbBQymJFNSDUPTiSSrYD2hD2Ww27dLNJuxuCiX0n3jxoIhX/4k3/43bNgdtfTDweG+GmXl+wpnSjvNtFdbWNza3itulnd29/QP78Kil4lQS2iQxj2XHx4pyJmhTM81pJ5EURz6nbX90N/PbYyoVi8WTniTUi/BAsJARrI3Ut22GbpBbQT0exFpV0EPfLjtVZw60StyclCFHo29/9YKYpBEVmnCsVNd1Eu1lWGpGOJ2WeqmiCSYjPKBdQwWOqPKy+eVTdGaUAIWxNCU0mqu/JzIcKTWJfNMZYT1Uy95M/M/rpjq88jImklRTQRaLwpQjHaNZDChgkhLNJ4ZgIpm5FZEhlphoE1bJhOAuv7xKWhdVt1a9fqyV67d5HEU4gVM4BxcuoQ730IAmEBjDM7zCm5VZL9a79bFoLVj5zDH8gfX5A8apkdY=</latexit>

In other words, we hope that the average cross-entropy 

`(yi, f(xi))

<latexit sha1_base64="LOs/ej82uM4tniyU1WKtVuBuoHE=">AAAB+nicbVDLSsNAFJ34rPWV6tLNYBFakJJIQd0V3bisYB/QhjCZ3rRDJw9mJmqI/RQ3LhRx65e482+ctllo64ELh3Pu5d57vJgzqSzr21hZXVvf2CxsFbd3dvf2zdJBW0aJoNCiEY9E1yMSOAuhpZji0I0FkMDj0PHG11O/cw9Csii8U2kMTkCGIfMZJUpLrlnqA+eV1GWn2K88uqxadc2yVbNmwMvEzkkZ5Wi65ld/ENEkgFBRTqTs2VasnIwIxSiHSbGfSIgJHZMh9DQNSQDSyWanT/CJVgbYj4SuUOGZ+nsiI4GUaeDpzoCokVz0puJ/Xi9R/oWTsTBOFIR0vshPOFYRnuaAB0wAVTzVhFDB9K2YjoggVOm0ijoEe/HlZdI+q9n12uVtvdy4yuMooCN0jCrIRueogW5QE7UQRQ/oGb2iN+PJeDHejY9564qRzxyiPzA+fwBlppLP</latexit>

L(�) =
1

N

NX

i=1

`(yi, f(xi))

<latexit sha1_base64="LHwYSCAf+4z2fYAM9+ttA3H22ks=">AAACHnicbVDLSgNBEJz1GeMr6tHLYBASkLArEfUQCHrxICGC0UA2LrOT3mTI7IOZWTEs+yVe/BUvHhQRPOnfOHkcNLGgoajqprvLjTiTyjS/jbn5hcWl5cxKdnVtfWMzt7V9I8NYUGjQkIei6RIJnAXQUExxaEYCiO9yuHX750P/9h6EZGFwrQYRtH3SDZjHKFFacnJHlwXbBUWKuIJtTxCaWGlSS7EtY99JWMVK72rYBs4LA4cdYK/w4LBi0cnlzZI5Ap4l1oTk0QR1J/dpd0Ia+xAoyomULcuMVDshQjHKIc3asYSI0D7pQkvTgPgg28novRTva6WDvVDoChQeqb8nEuJLOfBd3ekT1ZPT3lD8z2vFyjtpJyyIYgUBHS/yYo5ViIdZ4Q4TQBUfaEKoYPpWTHtEh6R0olkdgjX98iy5OSxZ5dLpVTlfPZvEkUG7aA8VkIWOURVdoDpqIIoe0TN6RW/Gk/FivBsf49Y5YzKzg/7A+PoB3h+gew==</latexit>

is small

We select      by solving the optimization problem:
�

<latexit sha1_base64="TdTt6IF/XHLnwslUQOGyaoyxF3E=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rmLbQhrLZbtqlm03YnQgl9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSqFQdf9dkpr6xubW+Xtys7u3v5B9fCoZZJMM+6zRCa6E1LDpVDcR4GSd1LNaRxK3g7HdzO//cS1EYl6xEnKg5gOlYgEo2glvxdypP1qza27c5BV4hWkBgWa/epXb5CwLOYKmaTGdD03xSCnGgWTfFrpZYanlI3pkHctVTTmJsjnx07JmVUGJEq0LYVkrv6eyGlszCQObWdMcWSWvZn4n9fNMLoOcqHSDLlii0VRJgkmZPY5GQjNGcqJJZRpYW8lbEQ1ZWjzqdgQvOWXV0nrou5d1m8eLmuN2yKOMpzAKZyDB1fQgHtogg8MBDzDK7w5ynlx3p2PRWvJKWaO4Q+czx/Hto6w</latexit>

minimize�

<latexit sha1_base64="TdTt6IF/XHLnwslUQOGyaoyxF3E=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rmLbQhrLZbtqlm03YnQgl9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSqFQdf9dkpr6xubW+Xtys7u3v5B9fCoZZJMM+6zRCa6E1LDpVDcR4GSd1LNaRxK3g7HdzO//cS1EYl6xEnKg5gOlYgEo2glvxdypP1qza27c5BV4hWkBgWa/epXb5CwLOYKmaTGdD03xSCnGgWTfFrpZYanlI3pkHctVTTmJsjnx07JmVUGJEq0LYVkrv6eyGlszCQObWdMcWSWvZn4n9fNMLoOcqHSDLlii0VRJgkmZPY5GQjNGcqJJZRpYW8lbEQ1ZWjzqdgQvOWXV0nrou5d1m8eLmuN2yKOMpzAKZyDB1fQgHtogg8MBDzDK7w5ynlx3p2PRWvJKWaO4Q+czx/Hto6w</latexit>

L(�)

<latexit sha1_base64="0tRdoJqcOzRvSVVL344dyqjOD/g=">AAAB73icbVA9SwNBEJ3zM8avqKXNYhBiE+4koHZBGwuLCOYDkiPsbTbJkr29c3dOCEf+hI2FIrb+HTv/jZvkCk18MPB4b4aZeUEshUHX/XZWVtfWNzZzW/ntnd29/cLBYcNEiWa8ziIZ6VZADZdC8ToKlLwVa07DQPJmMLqZ+s0nro2I1AOOY+6HdKBEXzCKVmrdlToBR3rWLRTdsjsDWSZeRoqQodYtfHV6EUtCrpBJakzbc2P0U6pRMMkn+U5ieEzZiA5421JFQ278dHbvhJxapUf6kbalkMzU3xMpDY0Zh4HtDCkOzaI3Ff/z2gn2L/1UqDhBrth8UT+RBCMyfZ70hOYM5dgSyrSwtxI2pJoytBHlbQje4svLpHFe9irlq/tKsXqdxZGDYziBEnhwAVW4hRrUgYGEZ3iFN+fReXHenY9564qTzRzBHzifPymOj2s=</latexit>

We could call this

These parameters

are “knobs” that 

you can tune

2

666666666664

�10
...

�1d
...

�K0
...

�Kd

3

777777777775

<latexit sha1_base64="26hVALCtsti8N4r5+rsQqmXixh8=">AAACWXicdVFNSwMxEM2uWmv9qvboJVgET2VXBPVW9CL0UsHaQreUbHZaQ7PZJZktlqV/0oMg/hUPpu0ifg4EXt57w0xewlQKg5736rhr6xulzfJWZXtnd2+/enD4YJJMc+jwRCa6FzIDUijooEAJvVQDi0MJ3XBys9C7U9BGJOoeZykMYjZWYiQ4Q0sNq2kQwlioPIwZavE0p/aObJj7noUBDaZRgmaJCj76m2/9428t/KCizwHDat1reMuiv4FfgDopqj2sPgdRwrMYFHLJjOn7XoqDnGkUXMK8EmQGUsYnbAx9CxWLwQzyZTJzemKZiI4SbY9CumS/duQsNmYWh9Zp93s0P7UF+ZfWz3B0OciFSjMExVeDRpmkmNBFzDQSGjjKmQWMa2F3pfyRacbRfkbFhuD/fPJv8HDW8M8bV3fn9eZ1EUeZHJFjckp8ckGa5Ja0SYdw8kLenQ2n5Ly5jlt2Kyur6xQ9NfKt3NoH+R+z/w==</latexit>

f�

<latexit sha1_base64="CUsuH3DX6QYtOqd/3jdkjphKrB4=">AAAB7nicdVBNS8NAEN3Ur1q/qh69LBbBU0hq6Met6MVjBWsLbSib7aRdutmE3Y1QQn+EFw+KePX3ePPfuGkrqOiDgcd7M8zMCxLOlHacD6uwtr6xuVXcLu3s7u0flA+P7lScSgodGvNY9gKigDMBHc00h14igUQBh24wvcr97j1IxWJxq2cJ+BEZCxYySrSRuuFwEIAmw3LFsZuNWtWrYcd2nLpbdXNSrXsXHnaNkqOCVmgPy++DUUzTCISmnCjVd51E+xmRmlEO89IgVZAQOiVj6BsqSATKzxbnzvGZUUY4jKUpofFC/T6RkUipWRSYzojoifrt5eJfXj/VYcPPmEhSDYIuF4UpxzrG+e94xCRQzWeGECqZuRXTCZGEapNQyYTw9Sn+n9xVbdezmzdepXW5iqOITtApOkcuqqMWukZt1EEUTdEDekLPVmI9Wi/W67K1YK1mjtEPWG+foJCPyw==</latexit>



Neural networks

(Getting creative with the prediction function)



A simple nonlinear function

r(u) =

(
u if u � 0

0 otherwise

<latexit sha1_base64="cXAYbYyrOHlRVEBZmdidGE0fREw=">AAACOXicbVBNaxsxENUmzdfmy0mPuYiaBOdidoOhzaEQ0kuPDsSxwWuMVp61hbXajTRKahb/rVzyL3oL5NJDS8k1f6Cys5R8DQge782b0bw4l8JgENx5C4sflpZXVtf89Y3Nre3Kzu6Fyazm0OKZzHQnZgakUNBCgRI6uQaWxhLa8fjbTG9fgTYiU+c4yaGXsqESieAMHdWvNHXNHtKvfhTDUKiCu1Fm6lt6QCOEH1iIhE6ppdEQLmlAo8gP/ksZjkBfCwNTPwI1KL39SjWoB/Oib0FYgiopq9mv/IwGGbcpKOSSGdMNgxx7BdMouJzNtgZyxsdsCF0HFUvB9Ir55VO675gBTTLtnkI6Z587CpYaM0lj15kyHJnX2ox8T+taTL70CqFyi6D406LESooZncVIB0IDRzlxgHEt3F8pHzHNOLqwfRdC+Prkt+DiqB426sdnjerJaRnHKtkjn0iNhOQzOSHfSZO0CCc35J78Jn+8W++X99d7eGpd8ErPR/KivMd/IrqreA==</latexit>

ReLU is a popular choice of “activation function” in neural networks

Also called ReLU



A diagram of a neural network

• Each node computes a weighted combination of its inputs


• For intermediate layers, if the result is negative, the output of the node is set to 0


The weights in each weighted combination are “knobs” that can be tuned



Optimization algorithms



Visualizing an n-tuple
Ordered n-tuple: an ordered list of n numbers

Point picture Vector picture

Visualizing 

3
2

�

<latexit sha1_base64="PmZ6hdsBjHcmBU98QZ0sgCSHKpY=">AAACDXicbVBNS8NAEN3Ur1q/oh69LFbBU0lqQb0VvXisYD+gCWWznbZLN5uwuxFL6B/w4l/x4kERr969+W/ctkG09cHA470ZZuYFMWdKO86XlVtaXlldy68XNja3tnfs3b2GihJJoU4jHslWQBRwJqCumebQiiWQMODQDIZXE795B1KxSNzqUQx+SPqC9Rgl2kgd+8gLoM9EGoRES3Y/xqfY83AZeyC6P2LHLjolZwq8SNyMFFGGWsf+9LoRTUIQmnKiVNt1Yu2nRGpGOYwLXqIgJnRI+tA2VJAQlJ9OvxnjY6N0cS+SpoTGU/X3REpCpUZhYDrNfQM1703E/7x2onvnfspEnGgQdLaol3CsIzyJBneZBKr5yBBCJTO3YjogklBtAiyYENz5lxdJo1xyK6WLm0qxepnFkUcH6BCdIBedoSq6RjVURxQ9oCf0gl6tR+vZerPeZ605K5vZR39gfXwDBbmbjg==</latexit>



Gradient vector

points in the direction of steepest ascentrL(�)

<latexit sha1_base64="5Ik/mMSnsM05QoB9HYkhJKDmo/g=">AAAB+HicbVBNS8NAEN3Ur1o/GvXoZbEI9VISKai3ohcPHirYD2hCmWw37dLNJuxuhBr6S7x4UMSrP8Wb/8Ztm4O2Phh4vDfDzLwg4Uxpx/m2CmvrG5tbxe3Szu7eftk+OGyrOJWEtkjMY9kNQFHOBG1ppjntJpJCFHDaCcY3M7/zSKVisXjQk4T6EQwFCxkBbaS+XfYEBBzwXdULqIazvl1xas4ceJW4OamgHM2+/eUNYpJGVGjCQame6yTaz0BqRjidlrxU0QTIGIa0Z6iAiCo/mx8+xadGGeAwlqaExnP190QGkVKTKDCdEeiRWvZm4n9eL9XhpZ8xkaSaCrJYFKYc6xjPUsADJinRfGIIEMnMrZiMQALRJquSCcFdfnmVtM9rbr12dV+vNK7zOIroGJ2gKnLRBWqgW9RELURQip7RK3qznqwX6936WLQWrHzmCP2B9fkDgT+SXA==</latexit>

L(�)

<latexit sha1_base64="0tRdoJqcOzRvSVVL344dyqjOD/g=">AAAB73icbVA9SwNBEJ3zM8avqKXNYhBiE+4koHZBGwuLCOYDkiPsbTbJkr29c3dOCEf+hI2FIrb+HTv/jZvkCk18MPB4b4aZeUEshUHX/XZWVtfWNzZzW/ntnd29/cLBYcNEiWa8ziIZ6VZADZdC8ToKlLwVa07DQPJmMLqZ+s0nro2I1AOOY+6HdKBEXzCKVmrdlToBR3rWLRTdsjsDWSZeRoqQodYtfHV6EUtCrpBJakzbc2P0U6pRMMkn+U5ieEzZiA5421JFQ278dHbvhJxapUf6kbalkMzU3xMpDY0Zh4HtDCkOzaI3Ff/z2gn2L/1UqDhBrth8UT+RBCMyfZ70hOYM5dgSyrSwtxI2pJoytBHlbQje4svLpHFe9irlq/tKsXqdxZGDYziBEnhwAVW4hRrUgYGEZ3iFN+fReXHenY9564qTzRzBHzifPymOj2s=</latexit>

is the
temperature at
the point �

<latexit sha1_base64="TdTt6IF/XHLnwslUQOGyaoyxF3E=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rmLbQhrLZbtqlm03YnQgl9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSqFQdf9dkpr6xubW+Xtys7u3v5B9fCoZZJMM+6zRCa6E1LDpVDcR4GSd1LNaRxK3g7HdzO//cS1EYl6xEnKg5gOlYgEo2glvxdypP1qza27c5BV4hWkBgWa/epXb5CwLOYKmaTGdD03xSCnGgWTfFrpZYanlI3pkHctVTTmJsjnx07JmVUGJEq0LYVkrv6eyGlszCQObWdMcWSWvZn4n9fNMLoOcqHSDLlii0VRJgkmZPY5GQjNGcqJJZRpYW8lbEQ1ZWjzqdgQvOWXV0nrou5d1m8eLmuN2yKOMpzAKZyDB1fQgHtogg8MBDzDK7w5ynlx3p2PRWvJKWaO4Q+czx/Hto6w</latexit>

L : Rn ! R

<latexit sha1_base64="gSQbvd//pOApITWgu5DcIpn0eys=">AAACBXicbVC7SgNBFL3rM8bXqqUWg0GwCrsS8FEFbSwsopgHZNcwO5lNhszOLjOzQghpbPwVGwtFbP0HO//G2SSgJh4YOHPOvdx7T5BwprTjfFlz8wuLS8u5lfzq2vrGpr21XVNxKgmtkpjHshFgRTkTtKqZ5rSRSIqjgNN60LvI/Po9lYrF4lb3E+pHuCNYyAjWRmrZe1dnyIuw7gYBurkTyNPxz79lF5yiMwKaJe6EFGCCSsv+9NoxSSMqNOFYqabrJNofYKkZ4XSY91JFE0x6uEObhgocUeUPRlcM0YFR2iiMpXlCo5H6u2OAI6X6UWAqswXVtJeJ/3nNVIcn/oCJJNVUkPGgMOXInJpFgtpMUqJ53xBMJDO7ItLFEhNtgsubENzpk2dJ7ajoloqn16VC+XwSRw52YR8OwYVjKMMlVKAKBB7gCV7g1Xq0nq03631cOmdNenbgD6yPb1Valzg=</latexit>



Optimization algorithm

Gradient descent: repeatedly move in direction of steepest descent

Initialize �0 2 Rd+1

<latexit sha1_base64="Tv00ioXQI4PrNi0JHPO6aRbZeEs=">AAACBHicbVDLSsNAFJ3UV62vqMtuBosgCCWRgrorunFZxT6gScvMZNoOnUzCzEQooQs3/oobF4q49SPc+TdO2iy09cCFwzn3cu89OOZMacf5tgorq2vrG8XN0tb2zu6evX/QUlEiCW2SiEeyg5GinAna1Exz2oklRSHmtI3H15nffqBSsUjc60lM/RANBRswgrSR+nbZw1SjngM9JqAXIj3CGN710uDUnfbtilN1ZoDLxM1JBeRo9O0vL4hIElKhCUdKdV0n1n6KpGaE02nJSxSNERmjIe0aKlBIlZ/OnpjCY6MEcBBJU0LDmfp7IkWhUpMQm87sTLXoZeJ/XjfRgws/ZSJONBVkvmiQcKgjmCUCAyYp0XxiCCKSmVshGSGJiDa5lUwI7uLLy6R1VnVr1cvbWqV+lcdRBGVwBE6AC85BHdyABmgCAh7BM3gFb9aT9WK9Wx/z1oKVzxyCP7A+fwD/5ZcQ</latexit>

Then do for�t+1 = �t � ↵rL(�t)

<latexit sha1_base64="OqIeTOkwLwogHG3R0tLk79+POtY=">AAACGXicbVA9SwNBEN3zM8avqKXNYhAiYrgTQS0E0cbCIoLRQC6Guc0mWbK3d+zOCeHI37Dxr9hYKGKplf/GTXKFRh8MvH1vhp15QSyFQdf9cqamZ2bn5nML+cWl5ZXVwtr6jYkSzXiVRTLStQAMl0LxKgqUvBZrDmEg+W3QOx/6t/dcGxGpa+zHvBFCR4m2YIBWahZcP+AIdynuegN6QscvpHvUBxl3gfoKAgn0spQ5O81C0S27I9C/xMtIkWSoNAsffitiScgVMgnG1D03xkYKGgWTfJD3E8NjYD3o8LqlCkJuGunosgHdtkqLtiNtSyEdqT8nUgiN6YeB7QwBu2bSG4r/efUE20eNVKg4Qa7Y+KN2IilGdBgTbQnNGcq+JcC0sLtS1gUNDG2YeRuCN3nyX3KzX/YOysdXB8XTsyyOHNkkW6REPHJITskFqZAqYeSBPJEX8uo8Os/Om/M+bp1yspkN8gvO5zeP9p7M</latexit>

t = 0, 1, 2, . . .

<latexit sha1_base64="DC9jrqB+yPfut6DsT2zkvvnUjWg=">AAAB/HicbVBNS8NAEN3Ur1q/oj16WSyCh1KSUlAPQtGLxwq2FtpQNptNu3SzCbsTIZT6V7x4UMSrP8Sb/8Ztm4O2Phh4vDfDzDw/EVyD43xbhbX1jc2t4nZpZ3dv/8A+POroOFWUtWksYtX1iWaCS9YGDoJ1E8VI5Av24I9vZv7DI1Oax/IesoR5ERlKHnJKwEgDuwz4CjtV7FZxvYr7IohBD+yKU3PmwKvEzUkF5WgN7K9+ENM0YhKoIFr3XCcBb0IUcCrYtNRPNUsIHZMh6xkqScS0N5kfP8WnRglwGCtTEvBc/T0xIZHWWeSbzojASC97M/E/r5dCeOFNuExSYJIuFoWpwBDjWRI44IpREJkhhCpubsV0RBShYPIqmRDc5ZdXSadecxu1y7tGpXmdx1FEx+gEnSEXnaMmukUt1EYUZegZvaI368l6sd6tj0VrwcpnyugPrM8f3aeSXw==</latexit>

“Learning rate”

PyTorch computes the gradient for us

Problem: minimize L(�)

<latexit sha1_base64="0tRdoJqcOzRvSVVL344dyqjOD/g=">AAAB73icbVA9SwNBEJ3zM8avqKXNYhBiE+4koHZBGwuLCOYDkiPsbTbJkr29c3dOCEf+hI2FIrb+HTv/jZvkCk18MPB4b4aZeUEshUHX/XZWVtfWNzZzW/ntnd29/cLBYcNEiWa8ziIZ6VZADZdC8ToKlLwVa07DQPJmMLqZ+s0nro2I1AOOY+6HdKBEXzCKVmrdlToBR3rWLRTdsjsDWSZeRoqQodYtfHV6EUtCrpBJakzbc2P0U6pRMMkn+U5ieEzZiA5421JFQ278dHbvhJxapUf6kbalkMzU3xMpDY0Zh4HtDCkOzaI3Ff/z2gn2L/1UqDhBrth8UT+RBCMyfZ70hOYM5dgSyrSwtxI2pJoytBHlbQje4svLpHFe9irlq/tKsXqdxZGDYziBEnhwAVW4hRrUgYGEZ3iFN+fReXHenY9564qTzRzBHzifPymOj2s=</latexit>



Handwritten digit classification 
using PyTorch



Using PyTorch for deep learning

Each 28 x 28 MNIST image

is stored as a row in a data frame



Using PyTorch for deep learning

Define a dataset class:

We must 
implement

these three 
methods



Using PyTorch for deep learning

This object can get 
a batch of data 
from the dataset

This command gets

one batch of data



Using PyTorch for deep learning

This method 
applies the 

neural network 
to a vector x

Specify the 
layers in our 

neural network



Using PyTorch for deep learning

Adam is a variant 
of stochastic 

gradient descent

This is our neural network.



Training the 
neural network

Sweep through training data,

one batch at a time

PyTorch computes the 
gradient for us

This line does one

iteration of stochastic 

gradient descent

Report performance on 
both training and 
validation datasets

We’ll do 10 epochs of SGD



Using PyTorch for deep learning

If the validation loss

Starts increasing,


we are overfitting the 
training data



Using PyTorch for deep learning

Count how many predicted labels 
agree with the ground truth labels










